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1 Preliminaries

1.1 Immersions and Submersions

Let f : M → N be a smooth map between two manifolds. Then consider the differential map dfp : TpM →
Tf(p)N .

Definition 1.1. Given a map f as defined above, we say that f is a immersion (submersion) if the differential
dfp is an injective (surjective) linear map. This is also equivalent to the following:

Given p ∈ M , f is an immersion (submersion) at p if there is a chart (U, ϕ) for M around p and a chart
(V, ψ) for N around f(p) such that:

(i) f(U) ⊂ V

(ii) the composition g = ψ ◦ f ◦ ϕ−1 : ϕ(U)→ ψ(V ) is an immersion (submersion) at ϕ(p)

Definition 1.2. Let f :M → N be a smooth map between manifolds of dimension m and n respectively.

If f is an immersion (submersion) at p ∈ M , so that m ≤ n (m ≥ n), there is a chart (U, ϕ) for M around
p, and a chart (V, ψ) for N around f(p) such that:

1. ϕ(p) = 0 ∈ Rm

2. ψ(f(p)) = 0 ∈ Rn

3. The composition ψ ◦ f ◦ ϕ−1 is the restriction of the canonical immersion (submersion) to ϕ(U) ⊂ Rm

Additionally, if f is both an immersion and a submersion at p, then we call f a local diffeomorphism at p.

Definition 1.3. Let f : M → N be a smooth map between smooth manifolds. We say that f is an
embedding if:

1. f is an immersion

2. f :M → f(M) is a homeomorphism onto f(M), where f(M) is equipped with the subspace topology.

In this case, we say that f(M) is a submanifold of N .

1.2 Connections on a Vector Bundle

If E,F are smooth vector bundles over M , and ϕ : C∞(M,E) → C∞(M,F ) is a C∞(M) linear map, then
ϕ ∈ C∞(M,E∗ ⊗ F ). For s ∈ C∞(M,E), ϕ(s) ∈ C∞(M,F ), and ∀p ∈M , ϕ(p)(s) ∈ F .

That is to say that ϕ(p) ∈ (E∗ ⊗ F )p = HomR(Ep, Fp).

Let π :M → E be a C∞ vector bundle over M . A connection ∇ on E is an R-bilinear map:

∇ : X(M)× C∞(M,E)→ C∞(M,E)

which sends (x, s) 7→ ∇Xs such that for all f ∈ C∞(M), X ∈ X(M), and s ∈ C∞(M,E), we have:

(i) ∇fXs = f∇Xs

(ii) ∇X(fs) = X(f)s+ f∇Xs

Notice that for a fixed s:

∇ s ∈ C∞(M,T ∗M ⊗ E) = Ω1(M,E)

We will use the notation that Ωk(M,E) := C∞(M,ΛkT ∗M ⊗ E) to denote the space of E-valued k-forms
on M . On the other hand, for a fixed X, ∇X : C∞(M,E)→ C∞(M,E) is a derivation.
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Alternatively, a connection ∇ on E can be viewed as an R-linear map ∇ : Ω0(M,E)→ Ω1(M,E) that obeys
the rule ∇(fs) = df ⊗ s+ f∇s

The space of all connections on E is an infinite dimensional affine space whose associated vector space is
Ω1(M,End(E))

1.3 Pullback Bundles

Let f :M → N be a smooth map, and let π : E → N be a smooth vector bundle on N . Then we can define
a bundle π̃ : f∗E →M called the pullback bundle in the following way. As a set,

f∗E =
⋃
p∈M

Ef(p) = {(p, q) ∈M × E | f(p) = π(q)}

We can define a smooth structure on this in the following way. If s : N → E is a smooth section of E, then
f∗s :M → f∗E given by:

f∗s(p) = s(f(p)) ∈ Ef(p) =: (f∗E)p

is a smooth section of f∗E. If e1, . . . , er are a smooth frame for E|U , where U is an open set in N , then
f∗e1, . . . , f

∗er is a smooth frame for f∗E|f−1(U). A section s : f−1(U)→ f∗E|f−1(U) is smooth if and only
if we can write:

s =

r∑
j=1

ajf
∗ej

where the aj are smooth functions of f−1(U). We then also have a pullback map

f∗ : C∞(N,E)→ C∞(M,f∗E)

Suppose that {U | α ∈ I} is an open cover of N with local trivializations hα : π−1(Uα) → Uα × Rr, and
define the transition functions tαβ : Uα ∩ Uβ → GL(r,R) as before. Then,

f∗tαβ = tαβ ◦ f : f−1(Uα ∩ Uβ) = f−1(Uα) ∩ f−1(Uβ)→ GL(r,R)

are the transition functions for the pullback bundle f∗E.

1.4 Pullback Connection

Let f :M → N be a smooth map, and let π : E → N be a smooth vector bundle with a connection ∇. Then
there is a unique connection f∗∇ on f∗E called the pullback connection such that:

(f∗∇) (f∗s) = f∗ (∇s)

for a smooth section s : N → E.

In other words, if s : N → E is a smooth section, and p ∈M , X ∈ TpM , then

(f∗∇)X (f∗s) = f∗
(
∇dfp(X)s

)
In terms of local coordinates, if e1, . . . , er is a smooth frame for E|U , then f∗e1, . . . , f∗er is a smooth frame
for f∗E|f−1(U). On U , we know that:

4



∇ej =
r∑

k=1

ωkj ⊗ ek

Then

(f∗∇)(f∗ej) = f∗(∇ej) =
r∑

k=1

f∗(ωkj )⊗ f∗ek

Therefore, if {ωα ∈ Ω1(Uα, gl(r,R)) | α ∈ I} are connection 1-forms of the connection ∇ on E → N , then
{f∗ωα ∈ Ω1(f

−1(Uα), gl(r,R)) | α ∈ I} are the connection 1-forms of the pullback connection f∗∇ on
f∗E →M .

An important special case of this is if E = TN , with f∗TN = TM .

We then get a map f∗ : X(M)→ C∞(M,f∗TN)← f∗X(M)

With this map, we can say that X and Y are f -related if and only if f∗Y = f∗X in C∞(M,f∗TN).

And then given a connection ∇ on a vector bundle π : E →M , we define for all X,Y ∈ X(M):

R∇(X,Y )(s) = ∇X∇Y s−∇Y∇Xs−∇[X,Y ]s

Thus R∇ ∈ Ω2(M,End(E))

And note that Rf∗∇ = f∗(R∇)

1.5 Derivative of Metric

Consider a Riemannian manifold (M, g) with the metric gij defined such that gij = ei · ej . We can compute
its derivative in the following way:

∂gij
∂xk

=
∂

∂xk
gij

=
∂

∂xk
(
ei · ej

)
=

∂ei
∂xk
· ej + ei ·

∂ej
∂xk

= Γλikeλ · ej + ei · Γλjkeλ
= Γλikgλj + Γλjkgiλ

So we have the following result:

∂kgij = Γλikgλj + Γλjkgiλ

1.6 Musical Isomorphisms

Let (M, g) be a Riemannian manifold, and suppose we choose coordinates (x1, . . . , xn) around p ∈ M so

that
(

∂
∂x1 , . . . ,

∂
∂xn

)
is an orthonormal frame for TpM . Then

(
dx1, . . . , dxn

)
is the dual frame for T ∗

pM .

Then we can define the musical isomorphism operators ♭ and ♯ in the following way:
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♭ : TpM → T ∗
pM

X 7→ gijX
idxj

7→ Xjdx
j

♯ : T ∗
pM → TpM

ω 7→ gijωi
∂

∂xj

7→ ωi
∂

∂xi

Which gives us the relation ⟨ω♯, Y ⟩ = ω(Y )

1.7 Gradient, Divergence, and Laplacian

Let (M, g) be a Riemannian manifold, and let ∇ be the Levi-Civita connection on (M, g). Given a vector
field Y ∈ X(M), we can write Y = Y i ∂

∂xi in a coordinate neighborhood U with local coordinates (x1, . . . , xn),
where Y i ∈ C∞(M)

Then, we have that:

∇iY = ∇iY j∂j

=
∂Y j

∂xi
∂j + Y j∇i∂j

=
∂Y j

∂xi
∂j + Y jΓkij∂k

=
∂Y j

∂xi
∂j + Y kΓjik∂j

=
∂Y j

∂xi
∂j + ΓjikY

k∂j

Which implies that:

∇iY j =
∂Y j

∂xi
+ ΓjikY

k

1.7.1 Gradient

Proposition 1.4. Given a Riemannian manifold (M, g), the gradient of a smooth function f ∈ C∞(M) is
given by:

grad f = gij
∂f

∂xj

∂

∂xi

Proof:

For any smooth function f ∈ C∞(M), and X ∈ X(M) we can define a smooth vector field grad f ∈ X(M)
by the rule:

⟨grad f,X⟩ = df(X)

Note that this makes sense if we consider what both the gradient and derivative operators do in Rn.

In local coordinates, we can write:

∇f =

〈
∂f

∂x1
, . . . ,

∂f

∂xn

〉
∈ X(M)
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And also:

df =
∂f

∂xi
dxi ∈ Ω1(M)

In this form, we can see that the components of both df and ∇f are the same.

So taking inspiration from Section 1.6 on musical isomorphisms, we can see that the definition can be
rewritten as:

⟨df ♯, X⟩ = df(X)

Meaning that indeed the gradient and differential are related via df ♯ = grad f

df ♯ = grad f = gij
∂f

∂xi
∂

∂xj

Therefore, we have shown:

grad f = gij
∂f

∂xi
∂

∂xj
(1.1)

1.7.2 Divergence

Now, let’s consider the divergence of a vector field Y :

Proposition 1.5. Given a vector field Y ∈ X(M), the divergence of Y is given by:

div Y =
1√

det(g)

∂

∂xi

(√
det(g)Y i

)
Proof:

div(Y ) = ∇iY i

=
∂Y i

∂xi
+ ΓiikY

k

Now let us calculate Γiik in local coordinates:

Γiik =
1

2
gij
(
∂igkj + ∂kgji − ∂jgik

)
=

1

2
gij∂kgij

=
1

2
Tr
(
g−1∂kg

)
=

∂

∂xk
log
(√

det(g)
)

=
1√

det(g)

∂

∂xk

√
det(g)
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We can plug this back into the expression for divergence, to get:

div Y =
∂Y i

∂xi
+

1√
det(g)

∂

∂xk

(√
det(g)

)
Y k

=
1√

det(g)

(√
det(g)

∂Y i

∂xi
+

∂

∂xi

(√
det(g)Y i

))

=
1√

det(g)

∂

∂xi

(√
det(g)Y i

)
So we arrive at the formula:

div Y =
1√

det(g)

∂

∂xi

(√
det(g)Y i

)
(1.2)

1.7.3 Laplacian

Proposition 1.6. Given a smooth function f ∈ C∞(M), the Laplacian of f is given by:

∆f =
1√

det(g)

∂

∂xi

(√
det(g)gij

∂f

∂xj

)
Proof:

The expression for the Laplacian in local coordinates follows quite trivially from the previous sections.

We know that ∆f = div(grad f), so we can write:

∆f = div (grad f)

=
1√

det(g)

∂

∂xi

(√
det(g)(grad f)i

)
=

1√
det(g)

∂

∂xi

(√
det(g)gij

∂f

∂xj

)

Which gives the final result:

∆f =
1√

det(g)

∂

∂xi

(√
det(g)gij

∂f

∂xj

)
(1.3)
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2 Jacobi Fields

Let (M, g) be a Riemannian manifold. A Jacobi field J(t) along a geodesic γ : I → M is a smooth vector
field which is defined in the following way:

Consider a smooth map

f : (−ϵ, ϵ)× [0, a]→M

(s, t) 7→ fs(t) = f(s, t)

And we think of this as a family of geodesics parameterized by s ∈ (−ϵ, ϵ) such that for any s ∈ (−ϵ, ϵ),
fs : [0, a]→M is a geodesic with f0 = γ.

We then define:

J(t) =
∂f

∂s
(0, t)

Lemma 2.1. Let A = (−ϵ, ϵ)× [0, a] ⊂ R2. Let f : A → M be any smooth map.Then ∂
∂s and ∂

∂t are global
smooth vector fields on A. Remember that we defined:

∂f

∂s
:= f∗

(
∂

∂s

)
,

∂f

∂t
:= f∗

(
∂

∂t

)
∈ C∞ (A, f∗TM)

Suppose that ∇ is the Levi-Civita connection on (M, g). Let D = f∗∇ be the pullback connection on f∗TM .
Then:

D

∂s

(
∂f

∂t

)
− D

∂t

(
∂f

∂s

)
= 0 (2.1)

D2

∂t2
∂f

∂s
− D

∂s

(
D

∂t

∂f

∂t

)
+R

(
∂f

∂s
,
∂f

∂t

)
∂f

∂t
= 0 (2.2)

Proof of Lemma 2.1

First, we will prove equation 2.1.

By the symmetry of the pullback connection, we know that f∗

[
∂
∂s ,

∂
∂t

]
= 0. Then:

0 = f∗

[
∂

∂s
,
∂

∂t

]
= f∗

(
∂

∂s

∂

∂t
− ∂

∂t

∂

∂s

)
= D ∂

∂s
f∗
∂

∂t
−D ∂

∂t
f∗

∂

∂s

Which can be easily rewritten as equaiton 2.1.

Now to prove equation 2.2:

Remember that the Riemann curvature tensor R is defined as:

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z (2.3)

Then from this equation, we can see that the pullback of the curvature tensor can be written as:

R

(
∂f

∂t
,
∂f

∂s

)
f∗

(
∂

∂t

)
= D ∂

∂t
D ∂

∂s
f∗
∂

∂t
−D ∂

∂s
D ∂

∂t
f∗
∂

∂t
−D[ ∂

∂t ,
∂
∂s ]
f∗
∂

∂t
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But we know that
[
∂
∂t ,

∂
∂s

]
= 0, so the last term in the above equation is 0. Then we can rewrite the above

equation as:

R

(
∂f

∂t
,
∂f

∂s

)
f∗

(
∂

∂t

)
= D ∂

∂t
D ∂

∂s
f∗
∂

∂t
−D ∂

∂s
D ∂

∂t
f∗
∂

∂t

Referring back to equation 2.1:

D

∂s

(
∂f

∂t

)
− D

∂t

(
∂f

∂s

)
= 0 =⇒ D

∂s

(
∂f

∂t

)
=
D

∂t

(
∂f

∂s

)
So we can swap the order of differentiation to get:

R

(
∂f

∂t
,
∂f

∂s

)(
∂f

∂t

)
= D ∂

∂t
D ∂

∂t

∂f

∂s
−D ∂

∂s
D ∂

∂t

∂f

∂t

And we can see that with some simple rearranging, and using R(X,Y )Z = −R(Y,X)Z we get:

D2

∂t2
∂f

∂s
− D

∂s

(
D

∂t

∂f

∂t

)
+R

(
∂f

∂s
,
∂f

∂t

)
∂f

∂t
= 0

Which is precisely equation 2.2.

2.1 Jacobi Equation

Now, by the defining property of a geodesic, given s ∈ (−ϵ, ϵ), we can see that any geodesic fs : [0, a]→ M
as defined above must necessarily satisfy:

D

∂t

∂f

∂t
(s, t) = 0 for any s, t

Which lets us rewrite the equation again as:

R

(
∂f

∂t
,
∂f

∂s

)(
∂f

∂t

)
=
D2

∂t2
∂f

∂s

D2

∂t2
∂f

∂s
−R

(
∂f

∂t
,
∂f

∂s

)(
∂f

∂t

)
= 0

D2

∂t2
∂f

∂s
+R

(
∂f

∂s
,
∂f

∂t

)(
∂f

∂t

)
= 0

Notice that the sign changes due to the identity R(X,Y )Z = −R(Y,X)Z.

In particular, if we consider s = 0, and set:

∂f

∂t
(0, t) = γ′(t) and

∂f

∂s
(0, t) = J(t)

Then we get the Jacobi Equation:

D2

∂t2
J(t) +R(J(t), γ′(t))γ′(t) = 0 (2.4)
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Definition 2.1. A vector field J(t) along a geodesic γ : [0, a]→M is called a Jacobi field if it satisfies the
Jacobi Equation (2.4).

Definition 2.2. Let γ : [0, a]→M be a geodesic on a manifold M , with γ(0) = p and γ′(0) = v ∈ TpM , so
that γ(t) = expp(tv). Then:

(a) For any u,w ∈ TpM , there is a unique Jacobi field J(t) along γ(t) with J(0) = u and DJ
∂t (0) = w.

(b) If J(t) is a Jacobi field along γ(t), then there is a smooth map f : (−ϵ, ϵ) × [0, a] → M written
f(s, t) = fs(t) such that:

(i) for each s ∈ (−ϵ, ϵ), fs : [0, a]→M is a geodesic.

(ii) f0(t) = γ(t)

(iii) ∂f
∂s (0, t) = J(t)

Definition 2.3. Let γ : [0, a]→M be a geodesic on a manifold M , with γ(0) = p and γ′(0) = v ∈ TpM , so
that γ(t) = expp(tv). Also let J(t) be a Jacobi field along γ(t) such that J(0) = 0 and DJ

∂t (0) = w. Then for
t ∈ [0, a]:

J(t) = (d expp)tv(tw)

Lemma 2.2. Let γ : [0, a]→M be a geodesic and J(t) a Jacobi field along γ(t). Then:

⟨J(t), γ′(t)⟩ = ⟨J(0), γ′(0)⟩+ t⟨J ′(0), γ′(0)⟩

Proof

Define a smooth function f : [0, a] → R by f(t) = ⟨J(t), γ′(t)⟩. The lemma can then be restated as
f(t) = f(0) + tf ′(0). It suffices to show that f ′′(0) = 0.

Remember that because γ is a geodesic, Ddtγ
′(t) = 0. Then:

f ′(t) = ⟨J ′(t), γ′(t)⟩+ ⟨J(t), γ′′(t)⟩ = ⟨J ′(t), γ′(t)⟩
f ′′(t) = ⟨J ′′(t), γ′(t)⟩+ ⟨J ′(t), γ′(t)⟩ = ⟨J ′′(t), γ′(t)⟩

= ⟨J ′′(t), γ′(t)⟩ = −⟨R(J(t), γ′(t))γ′(t), γ′(t)⟩
= R(J(t), γ′(t), γ′(t), γ′(t)) = 0

Remark 2.3. Note that both γ′(t) and tγ′(t) are Jacobi fields along the geodesic γ. Then by the previous
lemma, we see that:

J(t) =
(
⟨J(0), γ′(0)⟩

)
+ t
(
⟨J ′(t), γ′(t)⟩

) γ′(t)

|γ′(0)|2
+ J⊥(t)

Where J⊥(t) is also a Jacobi field along γ and

⟨J⊥(t), γ′(t)⟩ = 0

11



2.2 Jacobi Fields on Manifolds with Constant Sectional Curvature

Suppose (M, g) is a Riemannian manifold with constant sectional curvature K. Let γ : [0, a] → M be a
normalized geodesic (|γ′|2 = 1). Let γ(0) = p ∈ M , and γ′(0) = v ∈ TpM . Then let J(t) be a Jacobi field
along γ(t) such that:

J(0) = 0,
DJ

∂t
(0) = w, ⟨w, v⟩ = 0

Then ⟨J(t), γ′(t)⟩ = 0 for all t ∈ [0, a]. For any smooth vector field V (t) along γ(t):

⟨R(J, γ′)γ′, V ⟩ = K
(
⟨γ′, γ′⟩⟨J, V ⟩ − ⟨γ′, V ⟩⟨γ′, J⟩

)
= ⟨KJ, V ⟩

Therefore, R(J, γ′)γ′ = KJ , so J satisfies:

D2J

dt2
+KJ = 0

Let J(t) = f(t)w(t) where f is a smooth function on [0, a], and w(t) is the unique parallel vector field along
γ(t) such that w(0) = w. Then:

D2J

dt2
+KJ = 0, J(0) = 0,

DJ

dt
(0) = w

which is equivalent to:

f ′′ +Kf = 0, f(0) = 0, f ′(0) = 1

Solving this differential equation, we get the solution:

f(t) =


sin(

√
Kt)√
K

, K > 0;

t, K = 0;
sinh(

√
−Kt)√

−K , K < 0.

Therefore, the unique Jacobi field J(t) along γ(t) such that J(0) = 0 and DJ
dt (0) = w, where ⟨w, γ′(0)⟩ = 0,

is given by:

f(t) =


sin(

√
Kt)√
K

w(t), K > 0;

tw(t), K = 0;
sinh(

√
−Kt)√

−K w(t), K < 0.

Similarly, the unique Jacobi field J(t) along γ(t) such that J(0) = u and DJ
dt (0) = 0, where ⟨u, γ′(0)⟩ = 0,

and u(0) = u is given by:

J(t) =


cos(
√
Kt)u(t), K > 0,

u(t), K = 0,

cosh(
√
−Kt)u(t), K < 0,
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2.3 Taylor Expansion of gij in Local Coordinates

First, let us consider a geodesic γ : [0, a] → M such that γ(0) = p and γ′(0) = v, so that γ(t) = expp(tv).

Also let J(t) be a Jacobi field along this geodesic γ(t) with J(0) = 0 and DJ
dt = w ∈ TpM . Alternatively,

this means that J(t) = (d expp)tv(tw).

Now, let f = ⟨J, J⟩. We want to compute the taylor expansion of f in order to determine the taylor series
for ⟨J, J⟩ = |J(t)|2.

By the product rule, we can see that:

f ′ =
D

dt
⟨J, J⟩

= ⟨DJ
dt

, J⟩+ ⟨J, DJ
dt
⟩

= ⟨J ′, J⟩+ ⟨J, J ′⟩
= 2⟨J ′, J⟩

Additionally:

f ′′ =
D

dt
f ′

=
D

dt
2⟨J ′, J⟩

= 2⟨DJ
′

dt
, J⟩+ 2⟨J ′,

DJ

dt
⟩

= 2⟨J ′′, J⟩+ 2⟨J ′, J ′⟩

Continuing along with this pattern and repeatedly applying the necessary product rules to this function, we
can see that we have the following table:

f ′ = 2⟨J ′, J⟩
f ′′ = 2⟨J ′′, J⟩+ 2⟨J ′, J ′⟩
f (3) = 2⟨J (3), J⟩+ 6⟨J ′′, J ′⟩
f (4) = 2⟨J (4), J⟩+ 8⟨J (3), J ′⟩+ 6⟨J ′′, J ′′⟩
f (5) = 2⟨J (5), J⟩+ 10⟨J (4), J ′⟩+ 20⟨J (3), J ′′⟩
f (6) = 2⟨J (6), J⟩+ 12⟨J (5), J ′⟩+ 30⟨J (4), J ′′⟩+ 20⟨J (3), J (3)⟩.

Now we also need to compute the derivatives of J(t) evaluated at 0. We already know that J(0) = 0 and
J ′(0) = w. We also can deduce from the Jacobi Equation that:

J ′′ +R(γ′, J)γ′ = 0

J ′′(0) +R(γ′(0), J(0))γ′(0) = 0

J ′′(0) +R(v, 0)v = 0

J ′′(0) = 0
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To compute the second derivative, we can simply take the fact that we know J ′′ = −R(γ′, J)γ′, and differ-
entiate both sides, giving us the following. Keep in mind that since γ(t) is a geodesic, γ′′(t) = 0 for any
t.

J ′′′ = −R′(γ′, J)γ′ −R(γ′′, J)γ′ −R(γ′, J ′)γ′ −R(γ′, J)γ′′

= −R′(γ′, J)γ′ −R(γ′, J ′)γ′

J (3)(0) = −R′(v, 0)v −R(v, w)v
= −R(v, w)v

And then for J (4), we can differentiate both sides again:

J (4) = −R′′(γ′, J)γ′ −R′(γ′′, J)γ′ −R′(γ′, J ′)γ′ −R′(γ′, J)γ′′

−R′(γ′, J ′)γ′ −R(γ′′, J ′)γ′ −R(γ′, J ′′)γ′ −R(γ′, J ′)γ′′

= −R′′(γ′, J)γ′ − 2R′(γ′, J ′)γ′ −R(γ′, J ′′)γ′

J (4)(0) = −R′′(v, 0)v − 2R′(v, w)v −R(v, 0)v
= −2R′(v, w)v

= −2∇vR(v, w)v

Continuing along, we eventually get to this table:

J(0) = 0

J ′(0) = w

J ′′(0) = 0

J (3)(0) = −R(v, w)v
J (4)(0) = −2∇vR(v, w)v
J (5)(0) = −3∇v∇vR(v, w)v +R(v,R(v, w)v)v

And then plugging this into the expressions for f (k) gives:

f(0) = 0

f ′(0) = 0

f ′′(0) = 2⟨w,w⟩
f (3)(0) = 0

f (4)(0) = −8⟨R(v, w)v, w⟩
f (5)(0) = −20⟨(∇vR)(v, w)v, w⟩
f (6)(0) = −36⟨(∇v∇vR)(v, w)v, w⟩+ 32⟨R(v, w)v,R(v, w)v⟩.

So, using this, along with the formula for the Taylor series centered at 0, we have that f(t) can be written
as:

f(0) + f ′(0)t+
f ′′(0)

2!
t2 +

f (3)(0)

3!
t3 +

f (4)(0)

4!
t4 +

f (5)(0)

5!
t5 +

f (6)(0)

6!
t6 +O(t6)
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So therefore, f(t) = ⟨J(t), J(t)⟩ = |J(t)|2 has the expansion:

|J(t)|2 =⟨w,w⟩t2 − 1

3
R(v, w, v, w)t4 − 1

6
⟨(∇vR)(v, w)v, w⟩t5

+

[
2

45
⟨R(v, w)v,R(v, w)v⟩ − 1

20
⟨(∇v∇vR)(v, w)v, w⟩

]
t6 + o(t6)

From this expansion, as well as the fact that J(t) = (d expp)tv(tw), we can repeat this same process as above
to calculate ⟨(d expp)tv(tu), (d expp)tv(tw)⟩

This is done by considering two Jacobi fields J1(t) and J2(t) along the geodesic γ(t) = expp(tv) such that
DJ1
dt (0) = u and DJ2

dt (0) = w. Then, we can compute the inner product of these two Jacobi fields and expand
it as a power series, deriving it in an identical way as above.

⟨J1(t), J2(t)⟩ = ⟨(d expp)tv(tu), (d expp)tv(tw)⟩ =

⟨u,w⟩ − 1

3
R(u, v, u, w)t2 − 1

6
⟨(∇vR)(u, v, u, w), v⟩t3

+

[
2

45
⟨R(u, v)u,R(v, w)v⟩ − 1

20
⟨(∇v∇vR)(u, v, u, w), v⟩

]
t4 +O(t5)

Now, if we let {e1, . . . , en} be an orthonormal basis of TpM , then we can plug this in to the equation, along
with t = 1 and get:

⟨(d expp)v(ei), (d expp)v(ej)⟩ =

⟨ei, ej⟩ −
1

3
R(v, ei, v, ej)−

1

6
⟨(∇vR)(v, ei, v, ej), v⟩

+

[
2

45
⟨R(v, ei)v,R(v, ej)v⟩ −

1

20
⟨(∇v∇vR)(v, ei, v, ej), v⟩

]
+O(|v|5)

Now, also suppose that Bϵ(p) is a geodesic ball with center p and radius ϵ > 0, such that:

q = expp

 n∑
k=1

xkek

 ∈ Bϵ(p)
Where (x1, . . . , xn) are the normal coordinates determined by (e1, . . . , en). In this case, we have the rela-
tionship that:

∂

∂xi

∣∣∣∣
q

= (d expp)
∑n

k=1 xkek(ei)

Which makes:

gij(x1, . . . , xn) =

〈
∂

∂xi

∣∣∣∣
q

,
∂

∂xj

∣∣∣∣
q

〉
= ⟨(d expp)∑n

k=1 xkek(ei), (d expp)
∑n

k=1 xkek(ej)⟩
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So then, on Bϵ(p), we have that:

∇R =
∑

i,j,k,l,m

Rijkl,mdx
i ⊗ dxj ⊗ dxk ⊗ dxl ⊗ dxm

∇∇R =
∑

i,j,k,l,r,s

Rijkl,rsdx
i ⊗ dxj ⊗ dxk ⊗ dxl ⊗ dxr ⊗ dxs

So that when we substitute in the necessary components, we end up with:

gij(x) =δij −
1

3

∑
k,l

Rikjl(p)x
kxl − 1

6

∑
k,l,m

Rijkl,m(p)xkxlxm

− 1

20

∑
k,l,r,s

Rikjl,rs(p)x
kxlxrxs +

2

45

∑
k,l,r,s,m

Riklm(p)Rjrsm(p)xkxlxrxs +O(|x|5)

Which is a taylor expansion of the metric tensor.

2.4 Taylor Expansion of
√
det(gij)

Now, if we let g(x) = (gij(x)), then we can see:

g(x) = I + g(2)(x) + g(3)(x) + g(4)(x) +O(|x|5)

Where I is the identity matrix, and g(k)(x) is the kth order term in the taylor expansion of g(x).

Before continuing, we need to establish the following identity:

Lemma 2.4. Let A be any positive definite n × n matrix with n eigenvalues, {λi}ni=1, such that log(A) is
well defined. Then,

√
detA = exp

(
1

2
Tr(log(A))

)
Proof:

First, let us consider the eigenvalue decomposition of A. That is, we can write A as:

A = QΛQ−1

Where Q is an orthogonal matrix, and Λ is a diagonal matrix with the eigenvalues of A on the diagonal.
Then, we can see that:

det(A) = det(Q) det(Λ) det(Q−1) = det(Λ) =

n∏
i=1

λi

Which makes log(det(A)) =
∑n
i=1 log(λi)

Now, we can also consider a matrix log(A) which is an n× n matrix as well, with eigenvalues {log(λi)}ni=1.
Remember as well that the trace of a matrix can be calculated as the sum of the eigenvalues, so:
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Tr(log(A)) =

n∑
i=1

log(λi)

We can see that both log(det(A)) and Tr(log(A)) are equal, so:

√
det(A) =

√
exp(log(det(A))) = exp

(
1

2
log(det(A))

)
= exp

(
1

2
Tr(log(A))

)
So we have proved the lemma that:

√
det(A) = exp

(
1

2
Tr(log(A))

)
Now that we have proven this, we can move forward with the calculation.

We know that log(I +A), given necessary restrictions, can be expanded as a taylor series as:

log(I +A) = A− A2

2
+
A3

3
− A4

4
+O(|A|5)

Substituting the equation g(x) = I+g(2)(x)+g(3)(x)+g(4)(x)+O(|x|5) into this, we can see that g(x) = I+A,
where A = g(2)(x) + g(3)(x) + g(4)(x) +O(|x|5). Therefore,

log(g(x)) =
(
g(2)(x) + g(3)(x) + g(4)(x)

)
−

(
g(2)(x) + g(3)(x) + g(4)(x)

)2
2

+

(
g(2)(x) + g(3)(x) + g(4)(x)

)3
3

−

(
g(2)(x) + g(3)(x) + g(4)(x)

)4
4

+O(|x|5)

But since we are only expanding up to the 5th order, we can ignore many of these terms, such as g(3)(x)2,
g(4)(x)2, and everything after that. So we can simplify this expression greatly, and come to the equation:

log(g(x)) = g(2)(x) + g(3)(x) + g(4)(x)− g(2)(x)2

2
+O(|x|5)

Using the expansion that was already derived for g(x), we see that:

−1

2
g(2)(x)2 = − 1

18

∑
k,l,r,s,m

RiklmRjrsmx
kxlxrxs

Giving the final answer for log(g(x)) as:

log(g(x))ij =−
1

3

∑
k,l

Rikjl(p)x
kxl − 1

6

∑
k,l,m

Rijkl,m(p)xkxlxm

− 1

20

∑
k,l,r,s

Rikjl,rs(p)x
kxlxrxs +

2

45

∑
k,l,r,s,m

Riklm(p)Rjrsm(p)xkxlxrxs

− 1

18

∑
k,l,r,s,m

RiklmRjrsmx
kxlxrxs +O(|x|5)
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Taking the trace of this object involves simply summing over all values where i = j, i.e. Tr(log(g(x))) =
gij log(g(x))ij . So we can see that:

log(g(x))ij =−
1

3

∑
k,l

gijRikjl(p)x
kxl − 1

6

∑
k,l,m

gijRijkl,m(p)xkxlxm

− 1

20

∑
k,l,r,s

gijRikjl,rs(p)x
kxlxrxs − 1

90

∑
k,l,r,s,m

gijRiklm(p)Rjrsm(p)xkxlxrxs

+O(|x|5)

= −1

3

∑
k,l

Rkl(p)x
kxl − 1

6

∑
k,l,m

Rkl,m(p)xkxlxm − 1

20

∑
k,l,r,s

Rkl,rs(p)x
kxlxrxs

− 1

90

∑
i,k,l,r,s,m

Riklm(p)Rirsm(p)xkxlxrxs

Then, we have our result by the fact that
√
det(g(x)) = exp

(
1
2Tr(log(g(x)))

)
√

det(g(x)) =

1− 1

6

∑
k,l

Rkl(p)x
kxl − 1

12

∑
k,l,m

Rk,l,m(p)xkxlxm

−
∑

k,l,r,s

− 1

40

∑
k,l,r,s

Rkl,rs(p)−
1

180

∑
i,m

Riklm(p)Rirsm(p) +
1

72
Rkl(p)Rrs(p)

xkxlxrxs

+O(|x|5)
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3 Isometric Immersions

Let (M, g) and (M̃, g̃) be Riemannian manifolds, and f :M → M̃ be a differentiable immersion of a manifold

M of dimension n into a manifold M̃ of dimension ñ. The Riemannian metric g̃ on M̃ induces a Riemannian
metric g on M .

Definition 3.1. We call f :M → M̃ an isometric immersion if for any v1, v2 ∈ TpM

g(v1, v2) = g̃(dfp(v1), dfp(v2))

For the rest of the section, let∇ be the Levi-Civita connection on (M, g), and ∇̃ be the Levi-Civita connection

on (M̃, g̃). Also, D := f∗∇̃ is the pullback connection on f∗TM̃ .

3.1 Normal Bundle

For any p ∈ M , Tf(p)M̃ = (f∗TM)p = TpM ⊕
(
TpM

)⊥
. This is known as the orthogonal decomposition of

Tf(p)M̃ .

We want to identify TpM with dfp
(
TpM

)
⊂ Tf(p)M̃

Notation: For any v ∈ Tf(p)M̃ = (f∗TM)p, we will write v = vT +vN , where vT ∈ TpM and vN ∈
(
TpM

)N
.

Definition 3.2. We define the normal bundle of the isometric immersion f : (M, g)→ (M̃, g̃) to be

N(f) =
⋃
p∈M

(
TpM

)⊥ ⊂ ⋃
p∈M

(f∗TM)p = f∗TM

It is a rank k = ñ− n C∞ vector bundle over M . It is also a rank k C∞ subbundle of f∗TM̃ , for which we
can see the orthogonal composition of below.

f∗TM̃ = TM ⊕N(f)

C∞(M,f∗TM̃) = C∞(M,TM)⊕ C∞(M,N(f))

In do Carmo’s [dC] notation, C∞(M,TM) = X(M), and C∞(M,N(f)) = X(M)⊥.

Notation:

If f : M → M̃ is an immersion, we have that by definition, ∀p ∈M , the following maps are injective, as an
R-linear map between vector spaces, or as a morphism between C∞(M)-modules:

dfp : TpM → Tf(p)M̃

f∗ : X(M)→ C∞(M,f∗TM̃)

We sometimes identify X ∈ X(M) with f∗(X) ∈ C∞(M,f∗TM̃).

For X,Y ∈ X(M) ⊂ C∞(M,f∗TM̃), we have that DX(f∗Y ) ∈ C∞(M,f∗TM̃)

Note that we can decompose DX(f∗Y ) =
(
DX (f∗Y )

)T
+
(
DX (f∗Y )

)N
Also, it is possible to prove

(
DX (f∗Y )

)T
= f∗(∇XY ) ∈ C∞(M,f∗TM̃), and (DXY )T = ∇XY
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Definition 3.3. Let f : (M, g)→ (M̃, g̃) be an isometric immersion, and D := f∗∇̃

Define a map B(X,Y ) by:

B : X(M)× X(M)→ X(M)⊥

(X,Y ) 7→
(
DX(f∗Y )

)N
Lemma 3.1. For any X,Y ∈ X(M):

(i) B(X,Y ) is a C∞(M)-bilinear map

(ii) B is symmetric

(iii) B ∈ C∞(M, Sym2 T ∗M ⊗N(f))

Proof:

Note that B(X,Y ) can also be defined in another way. Let X,Y ∈ X(M), and X̃, Ỹ be extensions of X,Y

to M̃ . We see that ∇XY =
(
∇̃X̃ Ỹ

)T
, which means an alternate definition of B is:

B(X,Y ) = ∇̃X̃ Ỹ −∇XY

We can see that B(X,Y ) is C∞(M)-linear by the following argument:

B(fX, Y ) = ∇̃fX̃ Ỹ −∇fXY = f
(
∇̃X̃ Ỹ −∇XY

)
= fB(X,Y )

B(X, fY ) = ∇̃X̃fỸ −∇XfY = f̃∇̃X̃ Ỹ − f∇XY + X̃(f̃)Ỹ −X(f)Y = f
(
∇̃X̃ Ỹ −∇XY

)
= fB(X,Y )

Additionally, to see that B(X,Y ) is symmetric:

B(X,Y ) = ∇̃X̃ Ỹ −∇XY = ∇̃Ỹ X̃ + [X̃, Ỹ ]−∇YX − [X,Y ] = ∇̃Ỹ X̃ −∇YX = B(Y,X)

So we have shown that B(X,Y ) is a symmetric bilinear function.

3.2 Second Fundamental Form and Shape Operator

Definition 3.4. The second fundamental form of the isometric immersion f : (M, g) → (M̃, g̃) at p ∈ M
along η ∈ (TpM)⊥ is defined to be:

Hη : TpM × TpM → R
Hη(x, y) 7→

〈
B(x, y), η

〉
This gives rise to another mapping (sometimes also called the second fundamental form).

IIη(x) = Hη(x, x)
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Definition 3.5. Define the shape operator as a mapping:

Sη : TpM → TpM

such that for any x, y ∈ TpM , we have that:

⟨Sη(x), y⟩ = Hη(x, y)

Proposition 3.6. The shape operator is self adjoint, i.e., ⟨Sη(x), y⟩ = ⟨x, Sη(y)⟩

Proof:

⟨Sη(x), y⟩ = Hη(x, y)

=
〈
B(x, y), η

〉
=
〈
B(y, x), η

〉
= Hη(y, x)

= ⟨Sη(y), x⟩
= ⟨x, Sη(y)⟩

Lemma 3.2. Let X ∈ X(M) and η ∈ X(M)⊥. Then Sη(X) = − (DXη)
⊥

Proof:

⟨Sη(X), Y ⟩ =
〈
B(X,Y ), η

〉
= ⟨
(
DX(Y )

)N
, η⟩

= ⟨
(
DX(Y )

)N
, η⟩+ 0

= ⟨
(
DX(Y )

)N
, η⟩+ ⟨

(
DX(Y )

)T
, η⟩

= ⟨DX(Y ), η⟩
= ⟨DX(Y ), η⟩+ ⟨Y,DXη⟩ − ⟨Y,DXη⟩
= X⟨Y, η⟩ − ⟨Y,DXη⟩
= −⟨Y,DXη⟩ (Y ∈ X(M) and η ∈ X(M)⊥ =⇒ ⟨Y, η⟩ = 0)

= ⟨−(DXη)
T , Y ⟩ (because the (DXη)

⊥ term vanishes in the inner product)

So we have shown that Sη(X) = −(DXη)
⊥

Corollary 3.7. An immediate corollary of Lemma 3.2 is that if dim(M̃) = dim(M) + 1, then we have the
existence of a unit normal η ∈ C∞(M,N(f)), ⟨η, η⟩ = 1, which implies Sη(X) = −DXη ∀x ∈ X(M).

η exists ⇐⇒ N(f) is trivial.

Additionally, η is unique up to sign if M is connected.

We can see that this is true because:
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(Dxη)
N

= ⟨DXη, η⟩η

=

(
1

2
X⟨η, η⟩

)
η

=
1

2
(0)η

= 0

So we do not need to worry about the normal component of the derivative, meaning in this case,

Sη(x) = − (DXη)
T
= − (DXη)

T − (DXη)
N
+ (DXη)

N
= − (DXη) + (0) = −DXη

Example 3.1. Calculate the second fundamental form of f : (Sn, gcan) ↪→ (Rn+1, g0) along the inward unit
normal.

On the sphere, ∀p ∈ Sn η(p) = −p.

Let η̃ =

n+1∑
j=1

Xj
∂

∂xj
∈ X(Rn+1)

Then for any p ∈ Sn, we have η̃(p) = η(p)

Consider the covariant derivative ∇̃ defined by g0 on Rn+1, so that:

∇̃η̃ = −
n+1∑
j=1

dxj ⊗
∂

∂xj
∈ C∞(Rn+1,End(TRn+1))

For all p ∈ Rn+1, we have:

(
∇̃η̃
)
p
: TpRn+1 → TpRn+1

∂

∂xj
(p) 7→ − ∂

∂xj
(p)

Which means that
(
∇̃η̃
)
p
= − idTpRn+1, or equivalently, ∇̃v η̃ = −v ∀v ∈ TpRn+1

Recall that D = f∗∇̃ and η = f∗η̃ so that for all p ∈ Sn and v ∈ TpSn

Sη(v) = −Dvη = −∇̃v η̃ = v

Hη(X,Y ) = ⟨Sη(X), Y ⟩ = ⟨X,Y ⟩

Which immediately lets us conclude that Hη = gS
n

can
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3.3 Connections on the Normal Bundle

We define a connection ∇⊥ on N(f) by:

∇⊥
Xη = (DXη)

N

Choose X,Y ∈ X(M), and η ∈ X(M)⊥. Then we have the following:

DXY = (DXY )
T
+ (DXY )

N
= ∇XY +B(X,Y )

DXη = (DXη)
T
+ (DXη)

N
= −Sη(X) +∇⊥

Xη

where:

∇ is a connection on TM, T ∗M, (TM)
⊗r ⊗ (T ∗M)

⊗s

∇⊥ is a connection on N(f), N(f)∗, N(f)⊗ℓ ⊗
(
N(f)∗

)⊗m

(N(f))∗ is called the conormal bundle.

These connections allow us to define a general connection on (TM)
⊗r ⊗ (T ∗M)

⊗s ⊗N(f)⊗ℓ ⊗
(
N(f)∗

)⊗m
In particular, let us define B ∈ C∞

(
M, (T ∗M)

⊗2

⊗N(f)∗
)
by:

B(Y, Z, η) = ⟨B(Y,Z), η⟩

with Y, Z ∈ X(M) and η ∈ X(M)⊥

So that for X ∈ X(M), we can define:

DXB ∈ C∞(M, (T ∗M)
⊗2

⊗N(f)∗)

as

(DXB)(Y, Z, η) = X(B(Y,Z, η))−B(∇XY, Z, η)−B(Y,∇XZ, η) +B(Y, Z,∇⊥
Xη)

with X,Y, Z ∈ X(M) and η ∈ X(M)⊥

3.4 Normal Curvature

Let us first define some terms related to curvature. These will be necessary for defining the Guass, Codazzi,
and Ricci equations for isometric immersions.

Recall that on a Riemannian manifold (M, g), the curvature tensor R is defined by:

R(X,Y )Z = ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z

We can generalize this in the following way:
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R∇ ∈ Ω2

(
M̃,End

(
TM̃

))
R := f∗R∇ = Rf∗∇ = RD ∈ Ω2

(
M,End

(
f∗TM̃

))
R = R∇ ∈ Ω2

(
M,End (TM)

)
R⊥ = R∇⊥ ∈ Ω2

(
M,End

(
N(f)

))

Note that End(f∗TM̃) is the space of all automorphisms of f∗TM̃ , or C∞(M)-linear maps from f∗TM̃ to
itself. We can visualize some of the equations that we will be deriving in the following picture:

Gauss Codazzi

Codazzi Ricci
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3.4.1 Gauss Equation

Proposition 3.8. The Gauss Equation is given by:

⟨R(X,Y )Z, T ⟩ = ⟨R(X,Y )Z, T ⟩+ ⟨B(X,T ), B(Y,Z)⟩ − ⟨B(X,Z), B(Y, T )⟩

Proof:

First recall that ∇XY = ∇XY +B(X,Y )

So then we have:

R(X,Y )Z = ∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z

= ∇Y (∇XZ +B(X,Z))−∇X(∇Y Z +B(Y, Z)) +∇[X,Y ]Z +B([X,Y ], Z)

= ∇Y∇XZ +∇YB(X,Z) +B(Y,∇XZ +B(X,Z))

−∇X∇Y Z −∇XB(Y,Z)−B(X,∇Y Z +B(Y, Z))

+∇[X,Y ]Z +B([X,Y ], Z)

= ∇Y∇XZ −∇X∇Y Z +∇[X,Y ]Z +∇YB(X,Z)−∇XB(Y, Z)

+B([X,Y ], Z) +B(Y,∇XZ)−B(X,∇Y Z) +B(Y,B(X,Z))−B(X,B(Y,Z))

= R(X,Y )Z +∇⊥
YB(X,Z)−∇⊥

XB(Y,Z) +B([X,Y ], Z) +B(Y,∇XZ)−B(X,∇Y Z)
+B(Y,B(X,Z))−B(X,B(Y, Z))

= R(X,Y )Z +∇⊥
YB(X,Z)−∇⊥

XB(Y,Z) +B([X,Y ], Z) +B(Y,∇XZ)−B(X,∇Y Z)
− SB(X,Z)(Y ) + SB(Y,Z)(X)

And now taking this inner product with T , we have:

⟨R(X,Y )Z, T ⟩ = ⟨R(X,Y )Z, T ⟩+ ⟨∇⊥
YB(X,Z), T ⟩ − ⟨∇⊥

XB(Y,Z), T ⟩
+ ⟨B([X,Y ], Z), T ⟩+ ⟨B(Y,∇XZ), T ⟩ − ⟨B(X,∇Y Z), T ⟩
− ⟨SB(X,Z)(Y ), T ⟩+ ⟨SB(Y,Z)(X), T ⟩
= ⟨R(X,Y )Z, T ⟩+ ⟨B(X,T ), B(Y,Z)⟩ − ⟨B(X,Z), B(Y, T )⟩

Notice that we took advantage of two very important formulas:

1. B(X,T ) = −ST (X)

2. ⟨Sη(X), Y ⟩ = ⟨B(X,Y ), η⟩

As well as the fact that ∇⊥ is a connection on N(f), so that the inner product of ∇⊥ with any tangent
vector T vanishes. Therefore, we have the desired result:

⟨R(X,Y )Z, T ⟩ = ⟨R(X,Y )Z, T ⟩+ ⟨B(X,T ), B(Y,Z)⟩ − ⟨B(X,Z), B(Y, T )⟩
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3.4.2 Codazzi Equation

Proposition 3.9. The Codazzi Equation is given by:

⟨R(X,Y )Z, η⟩ = ⟨R(X,Y )η, Z⟩ = (DYB)(X,Z, η)− (DXB)(Y, Z, η)

Proof:

Given an isometric immersion, let us denote the space of vector fields normal to M by X(M)⊥. The second
fundamental form of the immersion can then be thought of as a tensor:

B : X(M)× X(M)× X(M)⊥ → R

which is defined by B(X,Y, η) = ⟨B(X,Y ), η⟩

And this allows us to naturally extend the definition of the covariant derivative as:

(
∇XB

)
(Y,Z, η) = X(B(Y,Z, η))−B(∇XY,Z, η)−B(Y,∇XZ, η) +B(Y,Z,∇⊥

Xη)

Then using this notation, we see that:

(
∇XB

)
(Y,Z, η) = X(B(Y,Z, η))−B(∇XY,Z, η)−B(Y,∇XZ, η) +B(Y,Z,∇⊥

Xη)

= ⟨∇⊥
X(B(Y,Z)), η⟩ − ⟨B(∇XY,Z), η⟩ − ⟨B(Y,∇XZ), η⟩

Recall from the proof of the Guass equation that we have:

R(X,Y )Z = R(X,Y )Z +B(Y,∇XZ) +∇⊥
YB(X,Z)− SB(X,Z)Y

−B(X,∇Y Z)−∇⊥
XB(Y, Z) + SB(Y,Z)X +B([X,Y ], Z).

Now using this, we can immediately see:

⟨R(X,Y )Z, η⟩ = ⟨R(X,Y )Z, η⟩+ ⟨B(Y,∇XZ), η⟩+ ⟨∇⊥
YB(X,Z), η⟩ − ⟨SB(X,Z)Y, η⟩

− ⟨B(X,∇Y Z), η⟩ − ⟨∇⊥
XB(Y,Z), η⟩+ ⟨SB(Y,Z)X, η⟩+ ⟨B([X,Y ], Z), η⟩

= ⟨B(Y,∇XZ), η⟩+ ⟨∇⊥
YB(X,Z), η⟩ − ⟨B(X,∇Y Z), η⟩

− ⟨∇⊥
XB(Y,Z), η⟩+ ⟨B(∇XY,Z), η⟩ − ⟨B(∇YX,Z)η⟩

Then from this, notice that:

⟨∇⊥
Y (B(X,Z)), η⟩ = Y ⟨B(X,Z), η⟩ − ⟨B(X,Z), DY η⟩

= Y (B(X,Z, η))− ⟨B(X,Z),∇⊥
Y η⟩

= (DYB)(X,Z, η) +B(∇YX,Z, η) +B(X,∇Y Z, η)

And this lets us conclude:
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(DYB)(X,Z, η) = ⟨∇⊥
Y (B(X,Z)), η⟩ −B(∇YX,Z, η)−B(X,∇Y Z, η)

Using this equivalence, we can greatly simplify the above expression for ⟨R(X,Y )Z, η⟩:

⟨R(X,Y )Z, η⟩ = (DYB)(X,Z, η)− (DXB)(Y,Z, η)

Which is the Codazzi equation.

27



3.4.3 Ricci Equation

Proposition 3.10. The Ricci Equation is given by:

⟨R(X,Y )η, ξ⟩ = ⟨R⊥(X,Y )η, ξ⟩+ ⟨
[
Sη, Sξ

]
X,Y ⟩

where

[
Sη, Sξ

]
X = Sη ◦ Sξ(X)− Sξ ◦ Sη(X)

Proof:

First, recall that we have:

∇Xη = ∇⊥
Xη − Sη(X)

And then consider:

R(X,Y )η = ∇Y∇Xη −∇X∇Y η +∇[X,Y ]η

= ∇Y (∇⊥
Xη +B(X, η))−∇X(∇⊥

Y η +B(Y, η)) +∇⊥
[X,Y ]η +B([X,Y ], η)

= ∇Y (∇⊥
Xη − Sη(X))−∇X(∇⊥

Y η − Sη(Y )) +∇⊥
[X,Y ]η − Sη([X,Y ])

= ∇Y∇⊥
Xη −∇Y Sη(X)−∇X∇⊥

Y η +∇XSη(Y ) +∇⊥
[X,Y ]η − Sη([X,Y ])

= ∇⊥
Y∇⊥

Xη − S∇⊥
Xη
Y −∇⊥

Y Sη(X) + SSη(X)Y −∇⊥
X∇⊥

Y η + S∇⊥
Y η
X

+∇⊥
XSηY − SSηYX +∇⊥

[X,Y ]η − Sη([X,Y ])

Then using the fact that SηX = −B(X, η), we have:

R(X,Y )η = ∇⊥
Y∇⊥

Xη −∇⊥
X∇⊥

Y η +∇⊥
[X,Y ]η −B(Y, SηX) +B(X,SηY )

− S∇⊥
Xη
Y + S∇⊥

Y η
X +∇⊥

XSηY −∇⊥
Y SηX − Sη([X,Y ])

And then multiplying both sides by ξ, while remembering that ⟨B(X,Y ), η⟩ = ⟨SηX,Y ⟩, while also noticing
that since ξ is a tangent vector and orthogonal to η, the terms involving Sη disappear, we obtain:

⟨R(X,Y )η, ξ⟩ = ⟨R⊥(X,Y )η, ξ⟩ − ⟨B(SηX,Y ), ξ⟩+ ⟨B(SηY,X), ξ⟩
= ⟨R⊥(X,Y )η, ξ⟩+ ⟨(SηSξ − SξSη)X,Y ⟩
= ⟨R⊥(X,Y )η, ξ⟩+ ⟨

[
Sη, Sξ

]
X,Y ⟩

So we have proven the Ricci equation which states:

⟨R(X,Y )η, ξ⟩ = ⟨R⊥(X,Y )η, ξ⟩+ ⟨
[
Sη, Sξ

]
X,Y ⟩
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3.5 Corollaries of the Gauss, Codazzi, and Ricci Equations

Let p ∈M , and x, y ∈ TpM be orthonormal. Then we can define

σ := Rx⊕ Ry ⊂ TpM ⊂ Tf(p)M̃
K(x, y) := K(σ) = R(x, y, x, y)

K(x, y) := K(σ) = R(x, y, x, y)

Which means that the Guass equation in this case can be rewritten as:

K(x, y) = K(x, y)− ⟨B(x, x), B(y, y)⟩+ |B(x, y)|2

Or equivalently:

K(x, y)−K(x, y) = ⟨B(x, x), B(y, y)⟩ − |B(x, y)|2

3.5.1 Example with Sn

In particular, if we have:

f : (M, g) = (Sn, gcan) ↪→ (M̃, g̃) = (Rn+1, g0)

We already know that ∀p ∈ Sn, η(p) = −p, and ∀x, y ∈ TpSn, we have B(x, y) = Hη(x, y)η = ⟨x, y⟩η, when
x and y are orthonormal.

K(x, y)−K(x, y) = ⟨B(x, x), B(y, y)⟩ − |B(x, y)|2

K(x, y)− 0 = ⟨x, x⟩⟨y, y⟩ − ⟨x, y⟩2

K(x, y) = 1 · 1− 02

K(x, y) = 1

So we have shown that (Sn, gcan) has constant sectional curvature equal to 1, for any n ≥ 2.
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4 Geodesic Manifolds

Definition 4.1. Let f : (M, g)→ (M, g) be an isometric immersion.

We say that f is geodesic at p ∈M if:

B(p) : TpM × TpM → (TpM)⊥

is zero. Alternatively, this is true if and only if ∀η ∈ (TpM)⊥, Hη = 0.

We say that f is totally geodesic if f is geodesic at every p ∈M .

Lemma 4.1. Let f : (M, g)→ (M̃, g̃) be an isometric immersion, and I an open interval.

Also consider the following commutative diagram

TM TM̃

I M M̃

V

γ f

df

π π̃

• γ : I →M is a C∞ curve in M

• f ◦ γ : I → M̃ is a C∞ curve in M̃

• V is a C∞ vector field along γ

• Ṽ := df ◦ V : I → TM̃ is a C∞ vector field along f ◦ γ

Then we have:

D̃

dt
Ṽ (t) =

D

dt
V (t) +B(γ′(t), V (t))

Where D̃
dt is defined by (f ◦ γ)∗∇̃ = γ∗D, and D = f∗∇̃.

Proof:

Both D̃
dt Ṽ (t)− D

dtV (t) and B(γ′(t), V (t)) are C∞(I)-linear in V (t).

So it suffices to check this when V (t) = X(γ(t)) and X ∈ X(M), then:

D̃

dt
Ṽ (t) = D′

γ(t)X

D

dt
V (t) = ∇γ′(t)X

D̃

dt
Ṽ (t)− D

dt
V (t) = D′

γ(t)X −∇γ′(t)X

= B(γ′(t), X(γ(t)))

= B(γ′(t), V (t))
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Proposition 4.2. Let f : (M, g)→ (M̃, g̃) be an isometric immersion. Then f is geodesic at p ∈M if and
only if:

∀γ : (−ϵ, ϵ)→M geodesic in (M, g) such that γ(0) = p, γ̃ = f ◦ γ : (−ϵ, ϵ)→ M̃ is geodesic at D.

Proof:

(f ◦ γ)′(t) = dfγ(t)(γ
′(t))

And then by lemma 4.1 we know:

D̃

dt
Ṽ (t) =

D

dt
V (t) +B(γ′(t), V (t))

( =⇒ )

1. f is geodesic at γ(0) = p ∈M =⇒ B(γ′(0), γ′(0)) = 0

2. γ(t) is a geodesic =⇒ D
dtγ

′(t) = 0

And then from these two statements along with the lemma, we immediately see:

D̃
dt γ̃

′(0) = 0 ⇐⇒ γ̃ = f ◦ γ is a geodesic at 0

(⇐= )

∀x, y ∈ TpM , we have B(p)(x, y) = 0. Since B is symmetric and bilinear, it suffices to show that for any
v ∈ TpM , B(p)(v, v) = 0.

We know that ∃ϵ > 0 such that γ(t) = expp(tv) is defined.

γ : (−ϵ, ϵ)→M is a geodesic in (M, g), with γ(0) = p and γ′(0) = v.

This implies D̃
dt γ̃

′(0) = 0, so that:

D̃

dt
γ̃′(0) =

D

dt
γ′(0) +B(p)(γ′(0), γ′(0)) =

D

dt
γ′(0) +B(p)(v, v) = 0 =⇒ B(p)(v, v) = 0

If f is totally geodesic, then B(γ′(t), γ′(t)) = 0 which implies that:

• γ̃ is a geodesic in (M̃, g̃)

• γ̃ = ẽxpf (p)(tdfp(v))

• γ̃ = f ◦ expp(tv)

And we can see that:

f ◦ expp(tv) = ẽxpf (p) ◦ dfp : Bϵ(0)→ M̃

TpM Tf(p)M̃

M M̃

expp ẽxpf(p)

f

dfp
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4.1 Examples of Totally Geodesic Isometric Embeddings

(Rn, dx21 + · · ·+ dx2n) ↪→ (Rn+k, dx21 + · · ·+ dx2n+k)

(x1, . . . , xn) 7→ (x1, . . . , xn, 0, . . . , 0)

(Sn−1, gcan) ↪→ (Rn+k−1, gcan)

(x1, . . . , xn) 7→ (x1, . . . , xn, 0, . . . , 0)

x21 + · · ·+ x2n = 1

Let (M, g) be a Riemannian manifold, and p ∈M .

∃ϵ > 0 expp : Bϵ(0)→ Bϵ(p)

Is a geodesic ball centered at p with radius ϵ > 0, and Bϵ(0) ⊂ TpM , Bϵ(p) ⊂M .

Now let σ ⊂ TpM be a 2-plane.

S = expp(σ ∩Bϵ(0)) is a 2 dimensional Riemannian submanifold of (M, g). Additionally, S is geodesic at p.
Notice as well that:

K(p, σ) = KS(p)

where K(p, σ) is the sectional curvature of (M, g) and KS ∈ C∞(S) is the scalar curvature of S.
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5 Curvature

5.1 Mean Curvature

Let f : (M, g)→ (M̃, g̃) be an isometric immersion, p ∈M , and η ∈ (TpM)⊥ such that ⟨η, η⟩ = 1

Then the mean curvature of f at p along η is given by:

hη :=
1

n
Tr(Sη)

where n = dimM , and Sη is the shape operator of f at p along η.

Remember that Sη : TpM → TpM is self-adjoint.

Also let e1, . . . , en be an orthonormal basis of TpM . Then we have:

Sη(ei) =
∑
j

Aijej

Aij = ⟨Sη(ei), ej⟩ = ⟨ei, Sη(ej)⟩ = Aji

From this definition, we know that ∃U ∈ O(n) such that:

A = U−1


λ1 · · · 0
...

. . .
...

0 · · · λn

U = UT


λ1 · · · 0
...

. . .
...

0 · · · λn

U λ1, . . . , λn ∈ R

Then there exists an orthonormal basis ẽ1, . . . , ẽn of TpM such that:

Sη(ẽi) = λiẽi

Tr(Sη) =

n∑
i=1

Aii =

n∑
i=1

λi

Then from here, choose an orthonormal basis E1, . . . , Ek of (TpM)⊥ where k = dim M̃ − dimM

Then the mean curvature vector of f at p is given by:

H⃗(p) :=

k∑
α=1

hEαEα =
1

n

k∑
α=1

n∑
i=1

⟨B(ei, ei), Eα⟩ =
1

n

n∑
i=1

B(ei, ei) ∈ (TpM)⊥

Notice that this expression is independent of choice of basis for {Eα}kα=1 and {ei}ni=1.

So H⃗ ∈ (TpM)⊥ is the mean curvature vector of the isometric immersion f : (M, g)→ (M̃, g̃)

We say that the isometric immersion f is minimal at p if H⃗(p) = 0.

Example 5.1. The mean curvature vector of f : (Sn, gcan) ↪→ (Rn+1, g0) is H⃗ = hηη, where η is the inward
unit normal.

∀p ∈M hη(p) =
1

n
Tr(Sη(p)) =

1

n
Tr(idTpSn) = 1

So H⃗ = η
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5.2 Hypersurface Example

Let f : (M, g)→ (M̃n+1, g̃) be an isometric embedding, with η ∈ X(M)⊥ being the unit normal vector field.
This exists if and only if N(f) is trivial.

Then with Sη(p) being the self adjoint operator defined above, and taking an orthonormal basis {ei}ni=1 of
TpM , we recall that Sη(ei) = λiei

Then the eigenvalues λ1, . . . , λn are principal curvatures of f at p. Also, the eigenvectors e1, . . . , en are
principal directions of f at p.

Define some symmetric functions on λi:

σ1 = λ1 + · · ·+ λn

σ2 =
∑
i<j

λiλj

...

σn = λ1 · · ·λn

Then σ2, σ4, . . . are invariants of the isometric embedding f .

And also:

hη = 1
n (λ1 + . . .+ λn) is the mean curvature.

det(Sn) = λ1 · · ·λn is the Gauss-Kronecker curvature

Special Case:

Let M2 be a 2 dimensional Riemannian manifold isometrically embedded into (R3, dx2 + dy2 + dz2).

For p ∈M , η ∈ (TpM)⊥, there exists an orthonormal basis e1, . . . , en on TpM such that:

Sη(ei) = λiei

B(ei, ej) = λiδijη

Then we also have:

K(p) = det(Sη) = λ1λ2 is the Gaussian curvature

K(p) = K̃(p) + ⟨B(e1, e1), B(e2, e2)⟩ − |B(e1, e2)|2

= 0 + ⟨λ1η, λ2η⟩ − 0 = λ1λ2 = K(p)

Theorem 5.1. Gauss Theorema Egregium:

The Guassian curvature of a 2 dimensional Riemannian manifold is an intrinsic invariant.

More generally, the Gauss-Kronecker curvature of an isometric embedding M2n ↪→ R2n+1 is an intrinsic
invariant.
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5.3 Gauss Map

Let Mn ↪→ (Rn+1, g0 = dx21 + . . .+ dx2n+1)

Suppose that there exists N ∈ X(M) unit normal vector field ∀p ∈Mn.

N(p) ∈ (TpM)⊥ ⊂ TpRn+1 = Rn+1 |N(p)| = 1

Then we obtain a C∞ map N : Mn → Sn, known as the Gauss Map of the isometric embedding Mn ↪→
(Rn+1, g0).

dNp : TpM → TN(p)S
n

Where TpM = {v ∈ Rn+1 | ⟨N(p), v⟩ = 0} = TN(p)S
n

And then we have:

∀v ∈ TpM SN(p)(v) = −DvN = −dNp(v)

where D is the pullback connection of the Levi-Civita connection ∇̃ of (Rn+1, g0).

Then from this, we see that if x, y ∈ TpM , the second fundamental form:

HN(p)(x, y) = ⟨SN(p)(x), y⟩ = −⟨dNp(x), y⟩

U ⊂M Rn+1

V ⊂ Rn
φ

X(u⃗) = ϕ−1(u⃗) = (X1(u⃗), . . . , Xn+1(u⃗)) ∈M ⊂ Rn+1

N(u⃗) = N(X(u⃗)) = (N1(u⃗), . . . , Nn+1(u⃗)) ∈ Sn ⊂ Rn+1

X : V → Rn+1 C∞ embedding

N : V → Rn+1 C∞ map

dNp

(
∂X
∂ui

)
=
∂N
∂ui

Let (u1, . . . , un) be a local coordinate system on U = X(V ) ⊂M . Then we have:

HN =
∑
i,j

hijduiduj where hij = ⟨Xij , N⟩ = −⟨Xi, Nj⟩

g =
∑
i,j

gijduiduj where gij = ⟨Xi,Xj⟩
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5.4 Example:

Consider the surface of revolution obtained by rotating y = cosh(z) in the yz-plane about the z-axis. The
parameterization is given by:

X : [0, 2π]× R→ R3

X(u, v) = (cosh(v) cos(u), cosh(v) sin(u), v)

Then first compute the partial derivatives:

Xu = (− cosh(v) sin(u), cosh(v) cos(u), 0)

Xv = (sinh(v) cos(u), sinh(v) sin(u), 1)

Which allows us to solve for the components of the metric by leveraging the fact that gij = ⟨Xi,Xj⟩:

g11 = ⟨Xu,Xu⟩ = cosh2(v)

g12 = ⟨Xu,Xv⟩ = 0

g22 = ⟨Xv,Xv⟩ = cosh2(v)

So that g = (cosh2(v))(du2 + dv2)

Now to solve for the unit normal vector field N = Xu×Xv

|Xu×Xv| , we have:

Xu × Xv = cosh(v)⟨cos(u), sin(u),− sinh(v)⟩

N =
Xu × Xv
|Xu × Xv|

=
⟨cos(u), sin(u),− sinh(v)⟩

cosh(v)

And we can also compute the partial derivatives of N:

Nu =
⟨− sin(u), cos(u), 0⟩

cosh(v)
=

1

cosh2(v)
Xu

Nv =
⟨0, 0,− cosh(v)⟩ cosh(v)− ⟨cos(u), sin(u),− sinh(v)⟩ sinh(v)

cosh2(v)
=

−1
cosh2(v)

Xv

Which shows that:

SN = −dN =
1

cosh2(v)

(
−1 0
0 1

)
with respect to the basis

∂

∂u
,
∂

∂v

Principal Curvatures: λ1 = − 1
cosh2(v)

, λ2 = 1
cosh2(v)

Principal Directions: e1 = 1
cosh(v)

∂
∂u , e2 = 1

cosh(v)
∂
∂v

Mean Curvature: hN = 1
2 (λ1 + λ2) = 0

Gaussian Curvature: K = λ1λ2 = − 1
cosh4(v)
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Now to solve for HN = h11du
2 + 2h12dudv + h22dv

2, we have:

h11 = −⟨Xu,Nu⟩ = −
1

cosh2(v)
⟨Xu,Xu⟩ = −1

h12 = −⟨Xu,Nv⟩ = −
1

cosh2(v)
⟨Xu,Xv⟩ = 0

h22 = −⟨Xv,Nv⟩ =
1

cosh2(v)
⟨Xv,Xv⟩ = 1

Which gives us: HN = −du2 + dv2

So S ⊂ R3 is a minimal surface, not totally geodesic.

Now let’s compute the sectional curvature K = R1212

g11g22−g212
:

Recall that the metric is as follows:

g11 = cosh2(v) g11 =
1

cosh2(v)

g22 = cosh2(v) g22 =
1

cosh2(v)

Γ1
11 =

1

2
g11
(
∂g11
∂u
− ∂g11

∂u
+
∂g11
∂u

)
= 0

Γ2
11 =

1

2
g22
(
∂g12
∂u

+
∂g21
∂u
− ∂g11

∂v

)
= −1

2
g22
(
∂

∂v
g11

)
= − 1

2 cosh2(v)

(
∂

∂v
cosh2(v)

)
= − 1

2 cosh2(v)
(2 cosh(v) sinh(v)) = − tanh(v)

Which implies that:

∇ ∂
∂u

(
∂

∂u

)
= − tanh(v)

∂

∂v

And then:

Γ1
12 = Γ1

21 =
1

2
g11
(
∂

∂v
g11

)
= tanh(v)

Γ2
12 = Γ2

21 =
1

2
g22
(
∂

∂u
g22

)
= 0

Which implies:

∇ ∂
∂u

(
∂

∂v

)
= ∇ ∂

∂v

(
∂

∂u

)
= tanh(v)

∂

∂u

And finally:
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Γ1
22 =

1

2
g11
(
∂

∂u
g22

)
= 0

Γ2
22 =

1

2
g22
(
∂

∂v
g22

)
= tanh(v)

Which gives:

∇ ∂
∂v

(
∂

∂v

)
= tanh(v)

∂

∂v

Now using these results, we can compute R1212 as:

R1212 = ⟨∇v∇u∂u −∇u∇v∂u, ∂v⟩
= ⟨∇v(− tanh(v)∂v)−∇u(tanh(v)∂u), ∂v⟩
= ⟨−∂v(tanh(v))∂v − tanh2(v)∂v + tanh2(v)∂v, ∂v⟩

= − 1

cosh2(v)
⟨∂v, ∂v⟩

= −1

So that we finally achieve the final result:

K =
R1212

g11g22 − g212
=

−1
cosh4(v)

To summarize all of the information we have learned about this manifold:

Property Value

Principal Curvatures λ1 = − 1
cosh2(v)

, λ2 =
1

cosh2(v)

Principal Directions e1 =
1

cosh(v)
∂
∂u , e2 =

1
cosh(v)

∂
∂v

Mean Curvature hN = 1
2(λ1 + λ2) = 0

Gaussian Curvature K = λ1λ2 = − 1
cosh4(v)

Second Fundamental Form HN = −du2 + dv2

Sectional Curvature K = R1212

g11g22−g212
= −1

cosh4(v)
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6 Complete Manifolds

From now on, let’s assume that the underlying topological space ofM is both Haussdorf and second countable.

6.1 Hadamard Theorem

Theorem 6.1. (Hadamard Theorem)

Let (M, g) be a complete Riemannian manifold, simply connected, and with sectional curvature K(p, σ) ≤ 0,
for all p ∈ M , and for all σ ⊂ TpM . Then M is diffeomorphic to Rn. More precisely, expp : TpM → M is
a diffeomorphism for all p ∈M .

6.2 Metric Spaces on Manifolds

Let (M, g) be a connected Riemannian manifold. Then for all p, q ∈ M , we define the distance between p
and q to be:

dg(p, q) = inf{ℓ(c) | c : [0, 1]→M is a piecewise smooth curve with c(0) = p, c(1) = q}

Which by definition implies that 0 ≤ dg(p, q) < ∞. From now on, assume the metric g is fixed, so we can
simply write d(p, q).

Proposition 6.1. (M,d) is a metric space.

Proof:

By definition, we need to check the following properties:

(1) (Triangle Inequality) d(p, r) ≤ d(p, q) + d(q, r)

(2) (Symmetry) d(p, q) = d(q, p)

(3) d(p, q) ≥ 0

(4) d(p, q) = 0 ⇐⇒ p = q

Notice that (1), (2), and (3) are obvious from the definition of d(p, q). So we only need to prove (4).

If p = q, then it is also very clear to see that d(p, q) must equal 0.

Now, suppose that d(p, q) = 0. We want to show that if p ̸= q, then d(p, q) > 0, which will immediately
imply the result.

Since M is Hausdorff, we know that there must exist an open neighborhood U of p ∈ M such that q /∈ U
for some ϵ > 0. Moreover, we can choose U to be a normal neighborhood of p. Now, let B = Bϵ(p) be a
geodesic ball of radius ϵ > 0 centered at p ∈M , such that B ⊂ U . Also let γ : [0, 1]→ B be a geodesic line
segment with γ(0) = p. Then if c : [0, 1]→M is a piecewise smooth curve with c(0) = γ(0) = p, c(1) = γ(1),
we know from do Carmo that this implies ℓ(γ) ≤ ℓ(c).

In the case when these lengths are equal, we must have that c([0, 1]) = γ([0, 1]).

From this it is easily concluded that d(p, q) ≥ r > 0, which completes the proof.

.

Remark:

A non-Hausdorff space is not metrizable. For example, consider the line with two origins which is defined as
the image of the map π. The equivalence relation ∼ is defined by (x, 0) ∼ (x, 1) for all x ̸= 0.

π : R× {0, 1} →M =
(
R× {0, 1}

)
/ ∼
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And notice that d((0, 0), (0, 1)) = 0, but (0, 0) ̸= (0, 1). Therefore, d is not a metric.

Also notice that if we fix p0 ∈M , then the function

f :M → R
p 7→ d(p0, p)

is a continuous function.

|f(p)− f(q)| = |d(p0, p)− d(p0, q)| ≤ d(p, q)

So that f : (M,d)→ (R, ||) is Lipschitz continuous.

Definition 6.2. (Geodesic Completeness)

A Riemannian manifold (M, g) is geodesically complete if for any p ∈ M , the exponential map expp(v)is
defined for all v ∈ TpM , i.e., every geodesic γ(t) is defined for all t ∈ R.

Theorem 6.2. (Hopf-Rinow Theorem)

If (M, g) is a connected Riemannian manifold, and p ∈ M , define a metric d (in the sense of point set
topology)on M as above. Then for the following statements:

(a) expp is defined on TpM

(b) Closed and bounded sets of (M,d) are compact

(c) (M,d) is a complete metric space

(d) (M, g) is geodesically complete

(e) ∃ compact sents Kn ⊂M , with Kn ⊂ Kn+1, with

∞⋃
n=1

Kn =M such that qn /∈ Kn =⇒ d(p, qn)→∞

(f) ∀q ∈M there exists a minimizing geodesic γ : [0, 1]→M with γ(0) = p, γ(1) = q

We have (a) ⇐⇒ (b) ⇐⇒ (c) ⇐⇒ (d) ⇐⇒ (e) =⇒ (f).

Corollary 6.3. If M is a compact C∞ manifold, then for any Riemannian metric g on M , (M, g) is
geodesically complete.

But more generally, if we have an open embedding M
i
↪→ M ′ such that i(M) ⊂ M ′ is a proper subset i.e.,

i(M) ̸=M ′, and (M ′, g′) is a Riemannian manifold, then (M, i∗g) is not geodesically complete.

Definition 6.4. (Extendible Manifolds)

A connected Riemannian manifold (M, g) is said to be extendible if there exists a connected Riemannian
manifold (M ′, g′) such that i :M ↪→M ′ is an open embedding, and:

i(M)
open
⊂ M ′ and i(M) ̸=M ′ i∗g′ = g

Remark: Compact =⇒ Complete =⇒ Non-Extendible

Corollary 6.5. (Corollary of Hopf-Rinow)

Suppose that (M, g) is a connected complete Riemannian manifold. Let N be a closed submanifold of M ,
and i : N ↪→M be an inclusion. Then:

(N, i∗g) is a complete Riemannian manifold.
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6.3 Conjugate Points & Poles

Let (M, g) be a Riemannian manifold, and γ : [0, a]→M be a geodesic.

Choose t0 ∈ [0, a]. We say that γ(t0) is conjugate to γ(0) along γ if there is a Jacobi field J along γ such
that J(0) = J(t0) = 0, and J is not identically 0.

Let γ′(0) = v ̸= 0 =⇒ γ(t) = expp(tv). Then:

J(0) = 0, J ′(0) = w ̸= 0 =⇒ J(t) = (d expp)tv(tw)

Define the multiplicity of γ(t0) to be:

m(γ(t0)) = dim{J | J is a Jacobi field along γ, J(0) = J(t0) = 0}
= dim{w ∈ TpM | (d expp)t0v(t0w) = 0}
= dim{ker(d expp)t0v}

From the Gauss Lemma, we know that |(d expp)t0v(v)| = |v| ̸= 0, which means that v /∈ ker((d expp)t0v).
Because of this, we must have:

0 ≤ dimker((d expp)t0v) ≤ n− 1

From this, we can also reformulate the statement as follows:

γ(t0) is conjugate to γ(0) along γ ⇐⇒ t0v is a critical point of expp

Definition 6.6. (Conjugacy Locus)

The conjugacy locus of p ∈ M is the set of all (first) conjugate points along all geodesics γ(t) in M with
γ(0) = p. This set is denoted C(p).

Definition 6.7. (Poles)

Let (M, g) be a connected complete Riemannian manifold. We say that p ∈M is a pole if C(p) = ∅.

This is also equivalent to the following statements:

• ∀v ∈ TpM (d expp)v : Tv(TpM)→ Texpp(v)
M is a linear isomorphism.

• expp : TpM →M is a local diffeomorphism.

Intuitively, a pole is a point from which all geodesics emanate without conjugate points. In other words,
a pole is a point from which all geodesics are minimizing. This means that the existence of a pole on a
manifold (M, g) implies that it is possible to define a global coordinate system.

Lemma 6.3. Suppose that (M, g) is a connected complete Riemannian manifold, with constant sectional
curvature K ≤ 0. Then this implies ∀p ∈M , p is a pole.

For this lemma, we define an arbitrary geodesic γ : [0,∞)→M , and impose the condition γ(0) = p.

Proof:

Let J be a Jacobi field along γ such that J(0) = 0 and J ′(0) ̸= 0. We want to prove that J(t) ̸= 0 for
t ∈ (0,∞). First, let’s calculate ⟨J, J⟩′′:
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⟨J, J⟩′′ = (⟨J ′, J⟩+ ⟨J, J ′⟩)′

= (2⟨J ′, J⟩)′

= 2⟨J ′′, J⟩+ 2⟨J ′, J ′⟩
= 2|J ′(t)|2 − 2⟨(R(J, γ′)γ′, J)⟩

And recall from the definition of sectional curvature that

K(u, v) =
⟨R(u, v)v, u⟩
|u|2|v|2 − ⟨u, v⟩2

=⇒ ⟨R(u, v)v, u⟩ = K(|u|2|v|2 − ⟨u, v⟩2)

So that plugging this in, along with remembering that γ is orthogonal to J , implying ⟨J, γ′⟩ = 0, we get:

⟨J, J⟩′′ = 2|J ′(t)|2 − 2K(J, γ′)(|J |2|γ′|2)

But notice that we assumed that K ≤ 0. This means that the expression can be rewritten as:

⟨J, J⟩′′ = 2|J ′(t)|2 + 2α|J(t)|2|γ′(t)|2 ≥ 0

where α = −K ≥ 0.

From this, we can conclude that ⟨J, J⟩′ is a non-decreasing function.

Now take 0 < t1 < t2. Then by the fact that ⟨J, J⟩′ is non-decreasing, we have:

⟨J, J⟩′(t2) ≥ ⟨J, J⟩′(t1) ≥ ⟨J, J⟩′(0) = 2⟨J ′(0), J(0)⟩ = 2⟨J ′(0), 0⟩ = 0

Which then implies ⟨J, J⟩ = |J(t)|2 is also non decreasing.

But:

J(0) = 0, J ′(0) ̸= 0

=⇒ ∃δ > 0 such that J(t) ̸= 0 for t ∈ (0, δ)

=⇒ |J(t)|2 > 0 for t ∈ (0, δ)

=⇒ |J(t)|2 > 0 for t ∈ (0,∞)

But this means that J(t) can never equal zero again, since J(t) is a strictly positive function. Therefore,
the conjugacy locus (Definition. 6.6). Then by definition 6.7, we see that the conjugate locus being empty
means p is a pole.

Since p was an arbitrary point in the manifold M , we have shown that every point in M is a pole.

.

Lemma 6.4. Let (M, g) be a connected complete Riemannian manifold. Also let (N,h) be a Riemannian
manifold.

If f : M → N is a surjective local diffeomorphism ( =⇒ N connected), then ∀p ∈ M , and ∀v ∈ TpM , we
have that

∥∥dfp(v)∥∥f(p) ≥∥v∥p =⇒ f is a covering map.
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Proof:

It suffices to show that f : (M, g)
complete

→ (N,h) is a surjective local diffeomorphism.

Or that
∥∥(dfp)(v)∥∥ ≥∥v∥ has the path lifting property:

(M, g)

[0, 1] (N,h)c

f
c̄

C∞

C∞

Claim

(1): If c̄ : [0, t0]→M 0 ≤ t0 < 1, f ◦ c̄ = c

=⇒ ∃δ > 0 such that c̄ is defined on [0, t0 + δ] and f ◦ c̄ = c.

(2): If c̄ is defined on [0, t0), 0 < t0 ≤ 1, f ◦ c̄ = c, then c̄ is defined at t0.

Proof of (1):

We know that there must exist an open neighborhood V of c̄(t0) in M such that f |V : V ⊂M → f(V ) ⊂ N
is a diffeomorphism.

This means that f(V ) is an open neighborhood of c(t0) = f ◦ c̄(t0) in N .

Which implies that ∃δ > 0 such that |t− t0| < δ =⇒ c(t) ∈ f(V )

Then define c̄(t) := (f |V )−1(c(t)) for t ∈ [t0 − δ, t0 + δ], so that f ◦ c̄(t) = c(t) t ∈ [0, t0 + δ)

And we have arrived at our result. Note that we only used the fact that f is a diffeomorphism.

Proof of (2):

∃{tn} ⊂ [0, t0) tn < tn+1 lim
n→∞

tn = t0

Now choose m < n so that:

dM (c̄(tm), c̄(tn)) ≤ ℓ(c̄|[tm,tn]) =
∫ tn

tm

∥∥∥∥dc̄dt (t)
∥∥∥∥
c̄(t)

dt

≤
∫ tn

tm

∥∥∥∥∥dfc̄(t)
(
dc̄

dt
(t)

)∥∥∥∥∥
c̄(t)

dt

=

∫ tn

tm

∥∥∥∥d(f ◦ c̄)dt
(t)

∥∥∥∥
c(t)

dt

≤ C(tn − tm)

where C = max
t∈[0,1]

∥∥∥dcdt (t)∥∥∥ > 0

{c̄(tn)} is a Cauchy sequence in (M,dM ) which is a complete metric space. By the assumption that (M, g)
is geometrically complete, and Hopf-Rinow (Theorem 6.2),

=⇒ r ∈M such that lim
n→∞

c̄(tn) = r
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Define c̄(t0) = r. Then:

f ◦ c̄(t0) = f

(
lim
n→∞

c̄(tn)

)
= lim
n→∞

f ◦ c̄(tn) = lim
n→∞

c(tn) = c(t0)

Corollary 6.8. If (M, g) is a connected complete Riemannian manifold, and p ∈ M is a pole, then the
exponential map expp : TpM →M is a covering map.

If, in addition, M is simply connected, then expp : TpM → M is a diffeomorphism, which implies M is
diffeomorphic to Rn.

Proof:

By assumption, expp : TpM → M is a surjective local diffeomorphism. This implies that g′ = exp∗p g is a
Riemannian metric on TpM . This makes expp : (TpM, g′)→ (M, g) a local isometry.

By Lemma 6.4, it suffices to show that (TpM, g′) is complete.

∀v ∈ T0(TpM) ∼= TpM γ(t) = expp(tv), t ∈ R is a geodesic in (M, g)

This implies that γ̃(t) = tv, with t ∈ R is a geodesic in (TpM, g′)

T0(TpM) TpM

TpM

id

ẽxp0

∼=

Then by Hopf-Rinow (Theorem 6.2), we have that (TpM, g′) is complete.

Notice that by this Theorem, as well as Lemma 6.3, we have:

Theorem 6.5. (Cartan-Hadamard Theorem)

Suppose that (M, g) is a connected complete Riemannian manifold with K(p, σ) ≤ 0 ∀p ∈ M . σ ∈
Gr(p, TpM).

Then this implies that ∀p ∈M , the map expp : TpM →M is a covering map.

In particular, if (M, g) is also simply connected, then ∀p ∈M , the map expp : TpM →M is a diffeomorphism,
which implies that M is diffeomorphic to Rn.
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7 Geodesics & Convex Neighborhoods

7.1 Geodesic Frame

Let (M, g) be a Riemannian manifold of dimension n, and p ∈M , with r > 0 such that:

expp : Br(0) ⊂ TpM → Br(p) ⊂M

is a diffeomorphism.

Given any orthonormal basis of (e1(p), . . . , en(p)) of TpM , we define an orthonormal frame (e1, . . . , en) of
TM |Br(p) = TBr(p) as follows:

∀q ∈ Br(p) ∃!v ∈ TpM such that expp(v) = q.

Then γ : [0, 1] → M , with γ(t) = expp(tv) is a geodesic in (M, g), such that γ(0) = p, γ(1) = q, and
γ′(0) = v.

Let Vi(t) be the unique parallel vector field along γ with the initial value Vi(0) = ei(p) ∈ TpM . Then we
define:

ei(q) := Vi(1) ∈ TqM

Then:

• ei is a C
∞ vector field on Br(p)

• ⟨ei(q), ej(q)⟩ = δij ∀q ∈ Br(p)

• (∇eiej)(p) = 0

We call (e1, . . . , en) the geodesic frame of TM |Br(p). It is determined uniquely by (e1(p), . . . , en(p)).

7.2 Theorem of Cartan

First, consider a local isometry f : (M, g)→ (M̃, g̃).

Then ∀p ∈M , there exists r > 0 such that f : Br(p)→ Br(p̃) (p̃ = f(p)) is an isometry.

i := dfp : TpM → Tp̃M̃ is a linear isometry, or isomorphism of inner product spaces.

Br(0) ⊂ TpM Br(0) ⊂ Tp̃M̃

Br(p) Br(p̃)
f

expp ẽxpp̃

i

Where f = ẽxpp̃ ◦ i ◦ (expp)−1

Let e1(p), . . . , en(p) be an orthonormal basis of TpM . Then let ẽi(p̃) := i(ei(p)). With this definition, we

have that ẽ1(p̃), . . . , ẽn(p̃) is an orthonormal basis of Tp̃M̃ .

Now let e1, . . . , en and ẽi, . . . , ẽn be the geodesic frames on U := Br(p) and Ũ := Br(p̃), respectively. These

are determined uniquely by (e1(p), . . . , en(p)) ∈ TpM and (ẽ1(p̃), . . . , ẽn(p̃)) ∈ Tp̃M̃ .
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U × Rn Ũ × Rn

⟳

TU TŨ

U Ũ
f

df

h h̃

f×id

h

q, n∑
j=1

cjej(q)

 = (q, (c1, . . . , cn))

h̃

q̃, n∑
j=1

cj ẽj(q̃)

 = (q̃, (c1, . . . , cn))

df : TU → T Ũ (q, w) 7→ (f(q), dfq(w))

Where dfq(ej(q)) = ẽj(q̃), q ∈ U , w ∈ TqM = TqU .

Now define the Riemann curvature tensor on both U and Ũ to be:

Rijkℓ := R(ei, ej , ek, eℓ) ∈ C∞(U)

R̃ijkℓ := R̃(ẽi, ẽj , ẽk, ẽℓ) ∈ C∞(Ũ)

Then we have that Rijkℓ = f∗R̃ijkℓ, which implies that ∀q ∈ U , Rijkℓ(q) = R̃ijkℓ(f(q)).

This is true if and only if ∀q ∈ U , and ∀x, y, u, v ∈ TqM ,

R(q)(x, y, u, v) = R̃(f(q))(dfq(x), dfq(y), dfq(u), dfq(v))

Theorem 7.1. (E. Cartan)

Let (M, g) and (M̃, g̃) be Riemannian manifolds of the same dimension. Also let p ∈M and p̃ ∈ M̃ .

i : TpM → Tp̃M̃ is a linear isometry.

Then ∃r > 0 such that f := ẽxpp̃ ◦ i ◦ exp−1
p : U = Br(p)→ Ũ = Br(p̃) is a diffeomorphism.

Let (e1, . . . , en) be a geodesic frame on Br(p), and (ẽ1, . . . , ẽn) be a geodesic frame on Br(p̃).

Then ẽi(p) = i(ei(p))

If Rijkℓ(q) = R̃ijkℓ(f(q)) ∀q ∈ Br(p), then f is an isometry. (7.1)
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Remark 7.2. For all q ∈ U , define a linear isomorphism

ϕq : TqM → Tf(q)M̃
n∑
i=1

ciei(q) 7→
n∑
i=1

ciẽi(f(q))

Then ϕq is a linear isometry, and ϕq is determined by i.

Equation 7.1 ⇐⇒ ∀q ∈ U,∀x, y, u, v ∈ TqM , we have that:

R(q)(x, y, u, v) = R̃(f(q))(ϕq(x), ϕq(y), ϕq(u), ϕq(v))

And once we prove that f is an isometry, we immediately know that ϕq = dfq.

Corollary 7.1. If (M, g) and (M̃, g̃) are Riemannian manifolds of the same dimension, and same constant
sectional curvature K0

Let p ∈M and p̃ ∈ M̃ be any point, let i : TpM → Tp̃M̃ be any linear isometry.

Then there exists:

• an open neighborhood of V of p ∈M

• an open neighborhood Ṽ of p̃ ∈ M̃

• an isometry f : V → Ṽ such that f(p) = p̃ and dfp = i

7.3 Conformal Deformation of Curvature

Suppose that g is a Riemannian metric on a manifold M , and let g̃ = e2fg for any smooth function f on M.
Let ∇ and ∇̃ be connections on (M, g) and (M, g̃), respectively.

Then we have that for any C∞ vector fields X,Y ∈ X(M)

∇̃XY = ∇XY +X(f)Y + Y (f)X − g(X,Y ) gradg f

We can prove this by assuming that ∇̃ has the form ∇̃XY = ∇XY + A(X,Y ), where A is a symmetric
bilinear tensor. Plugging this in, and applying some elementary definitions, we can arrive at the result.

In particular, if f is constant, so that g̃ = r2g, then ∇̃XY = ∇XY , which implies the following:

R̃(X,Y )Z = R(X,Y )Z

R̃(X,Y, Z,W ) = r2R(X,Y, Z,W )

R̃ic = Ric

S̃ = r−2S

Definition 7.2. Given two symmetric (0, 2)-tensors S, and T on M , we can define the Kulkarni-Nomizu
product of S and T to be the (0, 4)-tensor S ⊗ T defined by:

(S⃝∧ T )(X,Y, Z,W ) =S(X,Z)T (Y,W ) + S(Y,W )T (X,Z)

−S(X,W )T (Y,Z)− S(Y,Z)T (X,W )
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In particular:

(S⃝∧ S)(X,Y, Z,W ) = 2(S(X,Z)S(Y,W )− S(X,W )S(Y,Z))

(M, g) has constant sectional curvature K0 ⇐⇒ R = 1
2K0g⃝∧ g

Lemma 7.3. For any X,Y, Z,W ∈ X(M), we have:

(S⃝∧ T )(X,Y, Z,W ) = −(S⃝∧ T )(Y,X,Z,W )

= −(S⃝∧ T )(X,Y,W,Z)
= (S⃝∧ T )(Z,W,X, Y )

i.e., S⃝∧ T ∈ C∞
(
M,Sym2

(∧2
T ∗M

))
Recall that R ∈ C∞

(
M, Sym2

(∧2
T ∗M

))
. Therefore, we can prove that:

R̃ = e2f
(
R− (Hess f)⃝∧ g + (df ⊗ df)⃝∧ g − 1

2
|df |2g⃝∧ g

)
Where:

Hess(f) =
∑
ij

f,ijdxidxj

|df |2 =
∑
ij

gijf,if,j

7.4 Example: Hyperbolic Space

Recall that:

R̃ = e2f
(
R− (Hess f)⃝∧ g + (df ⊗ df)⃝∧ g − 1

2
|df |2g⃝∧ g

)
Where ⃝∧ is defined as in Definition 7.2.

7.4.1 Upper Half Space Model

Let Hn = {(y1, . . . , yn) ∈ Rn | yn > 0}

And then define a metric g̃ on Hn by:

g̃ =
dy21 + . . .+ dy2n

y2n
= e2fg g = dy21 + . . .+ dy2n

Then:
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R = 0, ef =
1

yn
=⇒ f = − log yn

fi =
∂f

∂yi
= −δin =⇒ df = −dyn

yn

fij =
∂2f

∂yi∂yj
= δinδjn =⇒ Hess f =

∑
ij

fijdyidyj =
dy2n
y2n

|df |2 =
1

y2n
= e2f

df ⊗ df =
dy2n
y2n

= Hess f

Therefore:

R̃ = e2f
(
R− (Hess f)⃝∧ g + (df ⊗ df)⃝∧ g − 1

2
|df |2g⃝∧ g

)
= e2f

(
0− (Hess f)⃝∧ g + (Hess f)⃝∧ g − 1

2
|df |2g⃝∧ g

)
= −1

2
e4fg⃝∧ g

= −1

2
g̃⃝∧ g̃

=⇒ (Hn, g̃) has constant sectional curvature -1

7.4.2 Disk Model

Let Dn = {u⃗ = (u1, . . . , un) ∈ Rn | |u⃗| < 1}, which is the open unit ball in Rn.

Define a metric:

g̃ =
4

(1−|u⃗|2)2
(
du21 + . . .+ du2n

)
= e2fg g = du21 + . . .+ du2n

So that:

|u⃗| =
√
u21 + . . .+ u2n

ef =
2

1− |u⃗|2

f = log

(
2

1− |u⃗|2

)
fi =

2ui
1− |u⃗|2

fij =
2δij

1− |u⃗|2
+

4uiuj
(1− |u⃗|2)2

Using these equivalences, we can see that:
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df =

2
∑
i

uidui

1− |u⃗|2

df ⊗ df =

4
∑
i,j

uiujduiduj

(1− |u⃗|2)2

Hess(f) =
∑
i,j

fijduiduj =

2
∑
i

du2i

1− |u⃗|2
+

4
∑
i,j

uiduiujduj

(1− |u⃗|2)2

|df |2 =
4|u⃗|2

(1− |u⃗|2)2

And plugging all of this into the expression for R̃, we can see that:

R̃ = e2f
(
R− (Hess f)⃝∧ g + (df ⊗ df)⃝∧ g − 1

2
|df |2g⃝∧ g

)
= e2f

(
0− (Hess f)⃝∧ g + (df ⊗ df)⃝∧ g − 1

2
|df |2g⃝∧ g

)
= e2f

(
(df ⊗ df −Hess f)⃝∧ g − 2|u⃗|2

(1− |u⃗|2)2
g⃝∧ g

)

= e2f
−2

(1− |u⃗|2)2
g⃝∧ g

= −1

2
e4fg⃝∧ g

= −1

2
g̃⃝∧ g̃

=⇒ (Dn, g̃) has constant sectional curvature -1

From this, we can conclude that (Dn, h) and (Hn, g) are isometric, and have constant sectional curvature -1.

Proposition 7.3. (Dn, h) is complete (⇐⇒ (Hn, g) is complete)

Proof:

By the Hopf-Rinow Theorem (6.2), it suffices to show that exp0 is defined on T0D
2.

For all A ∈ O(n), let’s define a function:

ϕA : Rn → Rn

u⃗ 7→ u⃗A

So that the following holds:
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ϕ∗Aui =

n∑
j=1

ujAji ϕ∗Adui =

n∑
j=1

dujAji

ϕ∗A

 n∑
i=1

u2i

 =

n∑
i=1

u2i ϕ∗A

 n∑
i=1

du2i

 =

n∑
i=1

du2i

We also see that ϕA(D
n) = Dn and ϕ∗Ah = h.

The differential:

(dϕA)u⃗ : Tu⃗D
n ∼= Rn → Tu⃗AD

n ∼= Rn

v 7→ vA

Also for all unit tangent vectors v⃗ ∈ T0Dn there exists A ∈ O(n), where O(n) is the orthogonal group of
n× n matrices such that v⃗A = 1

2
∂
∂u1
∈ T0Dn ∼= Rn = ( 12 , 0, . . . , 0)

It only remains to show that the normalized geodesic γ(t) in (Dn, h) with γ(0) = 0, γ′(0) = 1
2

∂
∂u1

is defined
∀t ∈ R.

Let σ : Dn → Dn such that σ(u1, . . . , un) = (u1,−u2, . . . ,−un)

Then σ is an isometric involution on (Dn, h).

(Dn)σ = {(u1, 0, . . . , 0) | u1 ∈ (−1, 1)} = (−1, 1)× {(0, . . . , 0)}

It is then possible to prove that Dσ is a totally geodesic submanifold of (Dn, h), and that the induced metric

on Dσ ∼= (−1, 1) is 4du2
1

(1−u2
1)

2 .

Now define β : (−1, 1)→ (Dn)σ by β(t) = (t, 0, . . . , 0). Also let t0 be an arbitrary point in (−1, 1).

s(t0) := ℓ(β|[0,t0])

=

∫ t0

0

|β′(t)|hdt

=

∫ t0

0

2

1− t2
dt

=

∫ t0

0

(
1

1 + t
+

1

1− t

)
dt

= log

(
1 + t0
1− t0

)

So from this, s = log( 1+t1−t ), meaning es = 1+t
1−t

From this equality, with some simple rearranging, we see:

tanh

(
s

2

)
=
e

s
2 − e− s

2

e
s
2 + e−

s
2
=
es − 1

es + 1

=
2t

t
= t
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So γ(s) = (tanh( s2 ), 0, . . . , 0) is a normalized geodesic in (Dn, h) with γ(0) = 0, γ′(0) = 1
2

∂
∂u1

.

Therefore, we can determine the formula for the exponential map as:

exp0⃗(⃗a) =

{
0⃗ if a⃗ = 0⃗

tanh
(
|⃗a|
)
a⃗
|⃗a| if a⃗ ̸= 0⃗

Which is obviously defined for all a⃗ ∈ T0Dn.

7.5 Möbius transform

PSL(2,C) ∼= SL(2,C)/{±(I2)} acts on C ∪ {∞} = CP1.

(
a b
c d

)
z =

az + b

cz + d

Aut(CP1) = {ϕ : CP1 → CP1 | ϕ is biholomorphic} = PSL(2,C) ⊃ PSL(2,R)

Then by do Carmo [dC] p.46, exercise 4, we have that PSL(2,R) acts isometrically on (H2, dx
2+dy2

y2 )
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8 Space Forms

Lemma 8.1. Let (M, g) and (M̃, g̃) be Riemannian manifolds, and M connected.

Suppose the functions:

f1, f2 : (M, g)→ (M̃, g̃)

are local isometries.

Then if there exists a p ∈M such that:

f1(p) = f2(p) = p̃ ∈ M̃

df1(p) = df2(p) = i : TpM → Tp̃M̃

Then f1 = f2.

Corollary 8.1. Let (M, g) be a connected Riemannian manifold, and G be a subgroup of Isom(M, g) =
{ϕ :M →M | ϕ ∈ C∞(M), ϕ∗g = g} such that:

• G acts transitively on M

• p ∈ M , and Gp = {ϕ ∈ G | ϕ(p) = p} → O(n) is a subgroup of G such that it maps the value
ϕ 7→ dϕp : TpM → TpM .

Then G = Isom(M, g)

We assume that Gp 7→ O(n) is a group isomorphism.

Example 8.1. (Rn, g0 = dx21 + . . .+ dx2n)

Note that O(n)⋉Rn acts transitively and isometrically on (Rn, g0).

(A, b⃗)x⃗ = Ax⃗+ b⃗

Notice that the stabilizer of 0⃗ is O(n).

Therefore, by the corollary above, we have that Isom(Rn, g0) = O(n)⋉Rn, which represents rigid motion.

Also, Isom(Rn, g0) = SO(n)⋉Rn, where Rn = SO(n)⋉Rn/SO(n)

Using similar methods, we can also derive the following equivalences:

Isom(Sn, gcan) = O(n+ 1)

Isom0(S
n, gcan) = SO(n+ 1)

Isom(H2, g) = PSL(2,R) ⊔ σPSL(2,R) (σ(x, y) = (−x, y))
Isom0(H

2, g) = PSL(2,R)
Isom(D2, h) = PSU(1, 1) ⊔ σPSU(1, 1)

Isom0(D
2, h) = PSU(1, 1)

8.1 Space Forms

A space form is a connected complete Riemannian manifold with constant sectional curvature.
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Theorem 8.2. Let (M, g) be a connected complete Riemannian manifold of dimension n ≥ 2, with constant
sectional curvature K.

Let (M̃, g̃) be the universal cover of (M, g)

Then:

(M̃, g̃) is isometric to


(Hn, g) if κ = −1,
(Rn, g0) if κ = 0,

(Sn, gcan) if κ = 1.

This also implies that Kλ2g =
1
λ2Kg

Proposition 8.2. If M is a space form with K > 0, and n := dimM is even, then M is isometric to Sn or
Pn(R).

In particular, if M is orientable, then M ∼= Sn.

Proof:

M = S2m/Γ where Γ is a finite subgroup of Isom(S2m, gcan) = O(2m+1). We see that Γ acts freely on S2m.

Let ϕ ∈ Γ.

The eigenvalues of Γ are then:

{eiθ1 , e−iθ1 , . . . , eiθk , e−iθk , 1, . . . , 1,−1, . . . ,−1}

Where θi ∈ (0, π), and there are r 1’s, s -1’s, so that 2k + r + s = 2m+ 1 (k, r, s ∈ Z≥0)

And det(ϕ) = (−1)s

Case 1: r > 0

∃ a unit vector x⃗ ∈ S2m ⊂ R2m+1 such that ϕ(x⃗) = x⃗ =⇒ ϕ = idS2m .

Therefore, Γ acts freely on S2m

Case 2: r = 0

The eigenvalues of ϕ2 ∈ Γ are:

{e2iθ1 , e−2iθ1 , . . . , e2iθk , e−2iθk , 1, . . . , 1}

where there are 2m+ 1− 2k 1’s.

ϕ2 = idS2m =⇒ ϕ = −idS2m because there are 2m + 1 eigenvalues of ϕ, and all the eigenvalues are -1.
Raising (−1)2m+1 shows that we must have ϕ = −idS2m .

Γ = {I2m+1} =⇒ M = S2m = Sn

or

Γ = {±I2m+1} =⇒ M = S2m/{±I2m+1} = Pn(R)
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8.2 Conformal Maps

Definition 8.3. Let V , W be finite dimensional inner product spaces. A linera map L : V → W is called
conformal if it is a linear isomorphism and:

⟨L(v1), L(v2)⟩W
|L(v1)|W · |L(v2)|W

=
⟨v1, v2⟩

|v1|W · |v2|W
∀v1, v2 ∈ V − {0}

So that L preserves unoriented angles.

Lemma 8.3. Let L : V → W be a linear isomorphism between finite dimensional inner product spaces.
Then the following are equivalent:

1. L is conformal

2. ∃λ > 0 such that |L(v)|W = λ|v|V ∀v ∈ V

3. ∃λ > 0 such that ⟨L(v1), L(v2)⟩W = λ2⟨v1, v2⟩V ∀v1, v2 ∈ V

Definition 8.4. Let (M, g) and (N,h) be Riemannian manifolds. A C∞ map f : M → N is conformal if
∀p ∈M , we have that dfp : TpM → Tf(p)N is conformal.

⇐⇒

f is a local diffeomorphism and f∗h = λ2g for some C∞ function λ :M → (0,∞). The function λ2 is called
the conformal factor.

Note that a local isometry is simply a conformal map with λ = 1. We also have the following:

local isometry =⇒ conformal =⇒ local diffeomorphism.

Example 8.2. (Dilation)

f : Rn → Rn, where f(x⃗) = λx⃗, where λ > 0.

Under this map, we see that g0 = dx21 + . . .+ dx2n, and f
∗dxi = λdxi so that f∗g0 = λ2g0. We can also see

that ∀x⃗ ∈ Rn, det(dfx⃗) = λn > 0.

So f is an orientation preserving conformal map from (Rn, g0) to (Rn, g0)

Theorem 8.4. (Liouville)

Let f : U → Rn be a conformal map, where U is connected, and n ≥ 3.

Then this implies f is the restriction to U of a composition of isometries, dilation, or inversion, at most one
of each.

Let G be the group generated by isometries, dilations, and inversions. Then

G = PSL(2,C) ⊔ σPSL(2,C)

Where σ(z) = z̄ and σ(x, y) = (x,−y).

Theorem 8.5. (do Carmo [dC] p. 175, Thm 5.3)

The isometries of Hn where n ≥ 2 are restrictions to Hn ⊂ Rn of the conformal transformations of Rn that
take Hn onto itself.
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9 Principal Bundles

9.1 Definitions & Examples

Definition 9.1. Let E,M, and F be smooth manifolds, with π : E → M a smooth map. We say that
(π,E,M) is a C∞ fiber bundle with total space E and fiber F if:

(1): π is surjective

(2): ∀x ∈ M , there exists an open neighborhood x ∈ U ⊂ M and a C∞ diffeomorphism ψ such that the
following diagram commutes:

π−1(U) U × F

U

ψ

Pr1
π|π−1(U)

where Pr1 is the projection onto the first factor. These maps ψ are called local trivializations of our fiber
bundle.

For example, in the case when E = M × F , with π : E = M × F → M given by Pr1 is the product fiber
bundle with base M and fiber F .

Also, a fiber bundle is trivial if there exists a diffeomorphism Ψ : E → M × F such that the following
diagram commutes:

E M × F

M
Pr1

π

Ψ

Remark:

For a fiber bundle (π,E,M), there exists an open cover {Uα}α∈I of the base M and maps ψa that makes
the diagram:

π−1(Uα) Uα × F

Uα

Pr1
πα

ψα

commute such that for Uα ∩ Uβ ̸= ∅, the map ψα ◦ ψ−1
β : (Uα ∩ Uβ) × F → (Uα ∩ Uβ) × F is given by

(ψα ◦ ψ−1
β )(x, ξ) = (x, ϕx(ξ)) where ϕx : F → F is a smooth diffeomorphism.

Example 9.1. A C∞ real (complex) vector bundle of rank r over M is a fiber bundle with fiber Rr(Cr)
such that ϕx : F → F is an R-linear (C-linear) isomorphism. Note that this is much more restrictive! If we
write ψα ◦ ψ−1

β : (Uα ∩ Uβ) × Rr → (Uα ∩ Uβ) × Rr as (x, v) 7→ (x, ψαβ(v)), we have that the smooth map
ψαβ : Uα ∩ Uβ → GL(r,R), which is the same as saying ϕxv = Av for some A ∈ GL(r,Rr).

Definition 9.2. (Principal Bundle)

Let P and M be smooth manifolds, let G be a Lie group, and consider a smooth map π : P → M . We say
that (π, P,M,G) is a principal fiber bundle with total space P , base space M , and structure group G
if:
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1. G acts smoothly and freely on P on the right

2. π : P →M is the natural projection P → P/G

3. ∀x ∈ M there exists an open neighborhood x ∈ U ⊂ M and smooth diffeomorphism ψ : π−1(U) →
U ×G such that

π−1(U) U ×G

U

Pr1
π

ψ

commutes and ψ(p · g) = ψ(p) · g for all p ∈ π−1(U) and all g ∈ G. Here, G acts on U ×G on the right
by (x, u) ·g = (x, u ·g). These two conditions can be summarized by saying that we have G-equivariant
local trivializations. We can also refer to this bundle π : P →M as simply a principal G-bundle.

Example 9.2. The product principal bundle is the case when P = M × G, with π : P = M × G → M
given by Pr1 and (x, h) · g = (x, hg), for all x ∈M and g, h ∈ G.

Example 9.3. A principal G-bundle is called trivial if there exists a C∞ diffeomorphism Ψ : P →M ×G
such that Ψ(p · g) = Ψ(p) · g ∀p ∈ P, g ∈ G such that the following diagram commutes:

P M ×G

M

Pr1π

Ψ

Example 9.4. Given π : E →M a real vector bundle of rank r, let us describe the frame bundle GL(E)
of E. This is:

GL(E) = {(x, (e1, . . . , er)) | x ∈M, (e1, . . . , er) is an ordered R-basis of Er}

Let π : GL(E)→M be the projection Pr1, and note that GL(r,R) acts on GL(E) on the right by:

(x, (e1, . . . , er)) ·A =

x, n∑
i=1

eiAi1, . . . ,

n∑
i=1

eiAir


Where A = (Aij) ∈ GL(r,R), and (x, (e1, . . . , er)) ∈ GL(E). Then in this case, we can see that once we
convince ourselves that GL(E) is a manifold, GL(E) is a principal GL(r,R)-bundle over M .

Additionally, if h is a metric on E, i.e., for all x ∈M , h(x) is an inner product on Ex, then h is a C∞ section
of E∗ ⊗ E∗.

We can also consider:

O(E, h) := {(x, (e1, . . . , er)) ∈ GL(E) | (e1, . . . , er) is an ordered orthonormal basis of (Ex, h(x))}

Which is U(E, h) if we are working over C instead of R.

So, O(E, h)→M is a principal O(n)-bundle, and U(E, h)→M is a principal U(n)-bundle.

57



Associate Bundles:

Given a principal G-bundle π : P → M , and a smooth manifold F that admits a left-action, G acts freely
on P × F by:

(p, ξ) · g = (p · g, g−1 · ξ) for p ∈ P, ξ ∈ F, g ∈ G

Consider the space P ×G F := (P × F )/G with the projection P ×G F → M given by [p, ξ] 7→ π(p).
Extending the local trivializations U × G of P to U × G × F , we see that the G action glues together
(x, h, ξ) ∼ (x, 1, h−1ξ), in which case, P ×G F → M is a fiber bundle with fiber F known as the associate
bundle of π : P →M with respect to F .

We can further generalize thie example. Given a principal G-bundle π : P → M , and ρ : G → GL(n,R), a
real representation of G, G acts on Rn on the left by g · v = ρ(g)v for v = [v1, . . . , vn]

T a column vector.

We use the notation:

P ×ρ Rn := P ×G Rn with g · v = ρ(g)v

Example 9.5. Take ρ0 : GL(r) → GL(r) by A 7→ A the fundamental representation, and take its dual
representation ρ∗0 : GL(r) → GL(r) given by A 7→ (A−1)†. Then given π : E → M a vector bundle of rank
r,

GL(E)×ρ⊗s
0 ⊗(ρ∗0)

⊗t Rr
s+t ∼= E⊗s ⊗ (E∗)⊗t

In particular, if M is a smooth manifold of dimension n, then:

GL(TM)× Rn
r+s ∼= TM⊗r ⊗ (T ∗M)⊗s = T rsM

9.2 Cross Sections

Definition 9.3. A cross section of a fiber bundle π : E → M is a smooth map σ : M → E such that
π ◦ σ = idM . This means that for all x ∈M , σ(x) ∈ Ex.

Lemma 9.1. A principal G-bundle (π, P,M) is trivial if and only if it admits a cross section.

Proof:

If π : E →M is a trivial fiber bundle, then it admits a cross section σ(x) = Ψ−1(x, ξ) where Ψ : E →M ×F
is the bundle isomorphism with the product bundle and ξ ∈ F is chosen arbitrarily.

Conversely, if we let σ :M → P be a cross section, then we can define Φ :M ×G→ P by Φ(x, g) = σ(x) · g.
Then Φ is a local diffeomorphism, and the diagram

M ×G P

M

Φ

πPr1

commutes since:

π(Φ(x, g)) = π(σ(x) · g) = π(σ(x)) = x = Pr1(x, g)

Also, for all x ∈M and all g, h ∈ G, we have:
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Φ((x, h) · g) = Φ(x, hg) = σ(x)(hg) = (σ(x)h)g = Φ(x, h) · g

Which proves that (π, P,M) is the trivial G-bundle.

Lemma 9.2. σβ(x) = σα(x) · ψαβ(x)∀x ∈ Uα ∩ Uβ
Proof:

σβ(x) = ψ−1
β (x, e)

= ψ−1
α ◦ ψα ◦ ψ−1

β (x, e)

= ψ−1
α (x, ψαβ(x)(e))

= ψ−1
α (x, e) · ψαβ(x)

= σα(x) · ψαβ(x)

9.3 Connections on a Principal Bundle

Definition 9.4. Given π : E → M a fiber bundle with fiber F , ∀x ∈ M , let ix : Ex ↪→ E be the inclusion
map. The vertical space Vu at u ∈ E is the image of the injective linear map

(diπ(u))u : Tu(Eπ(u))→ TuE

For dimVu = dimF = N , {Vu | u ∈ E} is a C∞ distribution of N -planes, which is to say that V =
∐
u vu is

a C∞ sub-bundle of TE → E of rank N .

For example, if π : E →M is a vector bundle, then V = π∗E.

Lemma 9.3. Given π : P →M a principal G-bundle, V ∼= P × g, where g = TeG is the Lie algebra of G.

Definition 9.5. Given ξ ∈ g, the fundamental vector field XP
ξ ∈ X(P ) = C∞(P, TP ) is defined by

XP
ξ (u) :=

d

dt

∣∣∣∣
t=0

u · exp(tξ)

Recall that exp(tξ) = γ(t), where γ is the integral curve of the left-invariant vector field XL
ξ ∈ X(G) defined

by XL
ξ (e) = ξ, and γ(0) = e. Now, t 7→ u · exp(tξ) is a smooth curve in the fiber Pπ(u) over π(u), passing

through u at t = 0, which implies that XP
ξ (u) ∈ Vu ⊂ TuP . Indeed, XP

ξ ∈ C∞(P, V ) is in the space of C∞

sections of V.

Definition 9.6. Let π : P →M be a principal G-bundle, with dimM = n and dimG = N . A connection
on π : P →M is an assignment of a horizontal space Hu ⊂ TuP for each u ∈ P such that {Hu | u ∈ P} is a
C∞ distribution of n-planes, i.e, H is a C∞ subbundle of rank n of TP , satisfying for all u ∈ P :

1. TuP = Vu ⊕Hu

2. Hu·a = (dRa)u(Hu) for all a ∈ G, where Ra : P → P is the map Ra(u) = u · a, which, as a smooth
diffeomorphism, has derivative (dRa)u : TuP → Tu·aP given by a linear isomorphism.

Definition 9.7. A connection 1-form on a principal G-bundle π : P → M is a C∞ g-valued 1-form ω
(ω ∈ Ω1(P, g), which is to say that ∀X ∈ X(P ), ω(X) is a smooth map from P to g) such that:

1. ∀ξ ∈ g, ω(XP
ξ ) = ξ
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2. R∗
aω = Ad(a−1)ω ∀a ∈ G where (R∗

aω)(X) = ω((Ra)∗(X)) as usual.

We want to show that these two definitions 9.6 and 9.7 are equivalent.

( =⇒ )

We know that by definition, TP = V ⊕H, so we have a projection V ⊕H → V which will define for us a
smooth section ω′ of:

T ∗P ⊗ V ∼= T ∗P ⊗ (P × g)

Since the projection V ⊕ H → V is exactly the map TP → P × g, this g-valued 1-form is defined by
(p, v) 7→ (p, ω′(v)), and under the isomorphism C∞(P, T ∗P ⊗V ) ∼= Ω1(P, g), we have that ω′ 7→ ω. Our goal
is to prove that this ω is a connection 1-form.

Lemma 9.4.
(
(Ra)∗X

P
ξ

)
(u) = XP

Ad(a−1)ξ(u) ∀a ∈ G, ∀ξ ∈ g

Proof:

(
(Ra)∗X

P
ξ

)
(u) = (dRa)u·a−1

(
XP
ξ (u · a−1)

)
= (dRa)u·a−1

(
d

dt

∣∣∣∣
t=0

u · a−1 exp(tξ)

)

=
d

dt

∣∣∣∣
t=0

u · a−1 exp(tξ)a

=
d

dt

∣∣∣∣
t=0

u exp(tAd(a−1)ξ)

= XP
Ad(a−1)ξ(u)

Now, ω′(XP
ξ ) = XP

ξ when ω′ is considered as a projection, therefore ω(XP
ξ ) : P → P × g by u 7→ (u, ξ),

which proves the first statement in Definition 9.7.

To prove the second part, it suffices to show that:

(1) X ∈ X(P ) such that X(u) ∈ Hu ∀u ∈ P implies ω((Ra)∗X) = Ad(a−1)ω(X)

(2) ∀ξ ∈ g, ω((Ra)∗X
P
ξ ) = Ad(a−1)ω(XP

ξ )

To prove (1), notice that both sides are just 0 ∈ g, since ((Ra)∗X)(u) = (dRa)u·a−1

(
X(u · a−1)

)
∈ Hu,

because X(u · a−1) ∈ Hu·a−1 , which implies ω((Ra)∗X) = 0 if and only if ω(X) = 0.

For (2), we use ω(XP
ξ ) = ξ to show:

ω((Ra)∗X
P
ξ ) = ω(XP

Ad(a−1)ξ)

= Ad(a−1)ξ

= Ad(a−1)ω(XP
ξ )

(⇐= )

Given ω ∈ Ω1(P, g) satisfying the two conditions in Definition 9.7, ∀u ∈ P , ω(u) : TuP → g. Define
Hu := ker(ω(u)). Then the first condition of Definition 9.7 implies that ω(u)

∣∣
Vu

: Vu → g is a linear
isomorphism, hence TuP = Vu⊕Hu, which gives condition 1 of Definition 9.6. To prove the second condition
of Definition 9.6 from the second condition of Definition 9.7:
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ω(u · a)(dRa)u = (R∗
aω)(u) = Ad(a−1)ω(u)

Which is the commutativity of:

Tu·aP g

TuP g

ω(u·a)

ω(u)

(dRa)u Ad(a−1)

Since v ∈ ker(ω(u)) if and only if (dRa)u(v) ∈ ker(ω(u · a)), we have that (dRa)u(Hu) = Hu·a as desired,
which proves the equivalence of our definition of a connection on a principal bundle using horizontal spaces
with the definition of using a connection 1-form.

Note: This connection 1 form ω is global.

Now, fix a principal G-bundle π : P →M , and an open cover {Uα}α∈I ofM together with local trivializations
ψα : π−1(Uα)→ Uα ×G with local cross sections σα : Uα → π−1(Uα) given by σα(x) = ψ−1

α (x, e). We want
to consider all possible connection 1-forms ω ∈ Ω1(P, g) satisfying definition 9.7. Let θ ∈ Ω1(G, g) be the
unique left-invariant g-valued 1-form on G such that:

θ(e) = id : TeG→ TeG = g and θ(g) =
(
dLg−1

)
g
: TgG→ TeG = g

Example: For G = GL(r,R) ⊂ Rr2 open, A = (aij), dA = (daij), θ = A−1dA

Note: For a general Lie group G, we may write θ = g−1dg. This θ is the unique g-valued 1-form on G such
that θ(XL

ξ ) = ξ ∀ξ ∈ g. In fact, XL
ξ = XG

ξ if we view G as the total space of a principal G-bundle over a
point. Moreover, ∀a ∈ G, we have:

R∗
aθ = R∗

aL
∗
a−1θ = Ad(a−1)θ

Given any connection 1-form ω ∈ Ω1(P, g) satisfying definition 9.7, define:

ωα := σ∗
αω ∈ Ω1(Uα, g)

the pullback along the cross section σα : Uα → π−1(Uα). For the inverse ψ−1
α : Uα × G → π−1(Uα) of our

local trivialization, consider the pullback:

(
ψ−1
α

)∗
ω ∈ Ω1(Uα ×G, g)

which for the choice of some x ∈ Uα and g ∈ G gives a map:

(
(ψ−1
α )∗ω

)
(x, g) : T(x,g)(Uα ×G)→ g

Note that for this product space, we have T(x,g)(Uα ×G) = TxUα ⊕ TgG,

Notice that as maps TxUα ⊕ TgG→ g, we have:

(
(ψ−1
α )∗ω

)
(x, g) =

(
Ad(g−1) · ωα(x)

)
⊕ θ(g)
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Lemma 9.5. On Uα ∩ Uβ, as elements of Ω1(Uα ∩ Uβ , g), we have:

ωβ = Ad
(
ψ−1
αβ

)
ωα + ψ∗

αβθ

Proof:

Recall the definitions of ψα and ψαβ : Uα ∩ Uβ → G. We use Lemma 9.4 to conclude:

ωβ = σ∗
βω

= σ∗
βψ

∗
α(ψ

−1
α )∗ω

= σ∗
βψ

∗
α

(
Ad(g−1)ωα + θ

)
=
(
ψα ◦ σβ

)∗ (
Ad(g−1ωα + θ)

)
So that as a map, ψα ◦ σβ : Uα ∩ Uβ → (Uα ∩ Uβ)×G we have (ψα ◦ σβ)(x) = ψα ◦ ψ−1

β (x, e) = (x, ψαβ(x))

So that:

(ψα ◦ σβ)∗
(
Ad(g−1)ωα + θ

)
= Ad(ψ−1

αβ )ωα + ψ∗
αβθ

as desired.

9.4 Connections on an Associated Vector Bundle

Give a π : P → M a principal GL(r,F)-bundle, take ρ0 : GL(r,F) → GL(r,F) the fundamental repre-
sentation. We saw that E = P ×ρ0 Fr is a smooth vector bundle of rank r, and that GL(E) = P . Let
σα(x) = (eα1(x), . . . , eαr(x)) be a local frame of E, which we can do since

σα : Uα → P |Uα
= GL(E)

∣∣
Uα

Now, each eα,i : Uα → EUα
is a smooth section of E|Uα

, and each (eα1(x), . . . , eαr(x)) is a basis of Ex. Given
a connection on P , we define ∇ on E as follows:

∇ : Ω0(M,E)→ Ω1(M,E)

is an F-linear map sending S 7→ ∇S, such that

∇(fS) = df ⊗ S + f∇S

For all f ∈ C∞(M) and S ∈ Ω0(M,E). Writing ωα = σ∗
αω =

(
θij
)r
i,j=1

, for θij ∈ Ω1(Uα) as above. On

E|Uα
define ∇eα,i =

∑
j

eα,j ⊗ θji which is to say:

[
∇eα1

· · · ∇eαr

]
=
[
eα1

· · · eαr

] 
θ11 · · · θ1r
...

. . .
...

θr1 · · · θrr


As helpful notation, we will write the above as:
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∇σα = σαωα

We have also seen that:

ωβ = σαψαβ

a shorthand of:

[
eβ1

· · · eβr

]
=
[
eα1

· · · eαr

] 
a11 · · · a1r
...

. . .
...

ar1 · · · arr


So:

∇σβ = (∇σα)ψαβ + σαdψαβ

= σα
(
ωαψαβ + dψαβ

)
= σβ

(
ψ−1
αβωαψαβ + ψ−1

αβdψαβ

)
= σβωβ

Which checks that the formula transforms correctly.

Given s ∈ C∞(M,E), on Uα we can write s locally as s =
∑r
i=1 sαieαi, or:

s =
[
eα1 · · · eαr

] 
sα1
...
sαr


And use the notation to collapse this to s = σαsα

Then, for ∇s ∈ Ω1(M,E) on Uα, it takes the form:

∇s = ∇(σαsα)
= (∇σα)sα + σαdsα

= σαωαsα + σαdsα

= σα (ωαsα + dsα)

Which allows us to conclude that (∇s)α = ωαsα + dsα
β1
...
βr

 =


d(s1)
...

d(sr)

+


θ11 · · · θ1r
...

. . .
...

θr1 · · · θrr



s1
...
sr
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In general, given a principal G-bundle π : P →M and a representation ρ : G→ GL(m,F), let E = P ×ρF be
the associated vector bundle of rank m. With our usual notation for transition functions of P , the transition
functions of E are given by:

(Uα ∩ Uβ)× Fm → (Uα ∩ Uβ)× Fm

(x, v) 7→ (x, ρ(φαβ(x))v)

Let ωα ∈ Ω1(Uα, g) be defined by a connection on P so that ωβ = Ad(ψ−1
αβ )ωα + ψ∗

αβθ.

Consider the corresponding Lie algebra representation:

(dρ)e : g→ gl(m,F)

and define

ωρα := (dρe)ωα ∈ Ω1(Uα, gl(m,F))

Then we know that this satisfies:

ωρβ = (ρ ◦ ϕαβ)−1ωα(ρ ◦ ψαβ) + (ρ ◦ ψαβ)−1d(ρ ◦ ψαβ)

So, {ωρα | α ∈ I} defines a connection ∇ : Ω0(M,E)→ Ω1(M,E) on the vector bundle.

9.5 Horizontal Lifts

Given π : P → M a principal G-bundle with connection Γ = {Hu ⊂ TuP | u ∈ P}, recall that the map
dπu|Hu

: Hu → Tπ(u)M is a linear isomorphism.

Definition 9.8. Given X ∈ X(M), the horizontal lift X∗ ∈ X(P ) of X is defined as follows.

∀u ∈ P,X∗(u) ∈ Hu and dπu(X
∗(u)) = X(π(u))

Indeed, the resulting vector field on P is horizontal, so we write X∗ ∈ C∞(P,H). Note that (RaX)∗X
∗ = X∗

for all a ∈ G, since (dRa)u(X
∗(u)) = X∗(u · a) which comes from the fact that (dRa)u(Hu) = Hu·a. We

have an injective R-linear map

X(M)→ C∞(P,H)

by X 7→ X∗. The image of this map is:

{X̃ ∈ C∞(P,H) | (Ra)∗X̃ = X̃ ∀a ∈ G}

Given any such X̃, define X(x) = (dπu)(X̃(u)) for any u ∈ π−1(x). Then X̃ = X∗

Note also that for any X̃ ∈ X(P ), there exist unique components X̃V ∈ C∞(P, V ) and X̃H ∈ C∞(P,H)
such that X̃ = X̃V + X̃H .

Lemma 9.6. Given X,Y ∈ X(M) and f ∈ C∞(M), we have:

1. (X + Y )∗ = X∗ + Y ∗

2. (fX)∗ = (f ◦ π)X∗
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3. [X,Y ]∗ = [X∗, Y ∗]H

Now, let π : P → M be a principal G-bundle with connection Γ = {Hu ⊂ TuP | u ∈ P}, and consider a
smooth curve α : [a, b]→M .

Definition 9.9. A horizontal lift of α is a smooth curve α̃ : [a, b] → P such that π ◦ α̃ = α and
α̃′(t) ∈ Hα(t) ∀t ∈ [a, b]

9.6 Parallel Transport

Let π : P → M be a principal G-bundle with connection Γ = {Hu ⊂ TuP | u ∈ P}, and let γ : [a, b] → M
be a piecewise smooth curve. The parallel transport along γ is the map:

Hol(γ) : π−1(γ(a))→ π−1(γ(b))

sending u 7→ γ̃(b) where γ̃ is the unique horizontal lift of γ, satisfying ˜γ(a) = u.

Here are some properties of this parallel transport definition:

1. Reparametrizing ϕ : [c, d]→ [a, b], ϕ′ ≥ 0 implies Hol(γ) = Hol(γ ◦ ϕ)

2. Hol(γ2 · γ1) = Hol(γ2) ◦Hol(γ1)

3. γ constant implies Hol(γ) = Id : π−1(γ(a))→ π−1(γ(a))

4. Hol(γ−1) = (Hol(γ))−1 : π−1(γ(b))→ π−1(γ(a))

5. ∀u ∈ π−1(γ(a)) and ∀g ∈ G, Hol(γ)(u · g) = (Hol(γ)(u)) · g

Definition 9.10. GivenM1,M2 smooth manifolds both admitting right actions by a Lie group G, a smooth
map f :M1 →M2 is G-equivariant if f(x · g) = f(x) · g ∀x ∈M, ∀g ∈ G.

Therefore, property 5 above states that Hol(γ) is always a G-equivariant map between fibers.

Definition 9.11. Let π : P →M be a principal G-bundle with connection Γ = {Hu ⊂ TuP | u ∈ P}. For a
fixed x ∈M , the set of piecewise smooth curves γ : [0, 1]→M satisfying γ(0) = γ(1) = x is called the loop
space Ω(M,x) based at x ∈M .

If we consider the connected component

Ω0(M,x) = {γ ∈ Ω(M,x) | γ ∼ γ0}

of the loop space based at x consisting of curves homotopic to the constant curve γ0 : [0, 1] → M sending
t 7→ x for all t ∈ [0, 1]. Let π1(M,x) denote the quotient Ω(M,x)/Ω0(M,x). Now, for all γ ∈ Ω(M,x),
Hol(γ) : π−1(x)→ π−1(x).

Definition 9.12. The collection

Φ(x) = {Hol(γ) | γ ∈ Ω(M,x)}

forms a group known as the holonomy group of Γ with reference point x. We also can define the
restricted holonomy group:

Φ0(x) = {Hol(γ) | γ ∈ Ω0(M,x)}

Now, pick a point u ∈ π−1(x), and define ϕu : Ω(M,x)→ G by:

Hol(γ)(u) = u · ϕu(γ)
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Which we can do because G acts transitively on the fibers of a principal G-bundle.
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